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[bookmark: _Toc31957508]Introduction and Background
The State of Ohio has made a significant investment in developing and deploying a single statewide identity platform that is known collectively as the InnovateOhio Platform (IOP).
The deployment of this suite was substantially completed in July 2017 and has been supported operationally by the State and the incumbent Contractor.
The high-level goals of the Managed Services Model are to:
Increase service levels and systems quality as well as quality and timeliness of operations; 
Access best practices and lower cost of operations to help the State achieve a higher level of operational and cost efficiency;
Create repeatable and predictable processes;
Increase access to centralized data;
Eliminate work/rework cycles as a result of manual efforts;
Streamline operations;
Reduce exposure to risk;
Improve overall control over critical identity functions;
Support the implementation and operation of on-going business process transformation activities;
Position the State to scale operations in a cost-effective manner; and
Increase the degree of system integration and automation.

A high-level scope of this RFP as it relates to these services requirements and State objectives is included below.
1.1. [bookmark: _Toc31957509]RFP Exhibits: Managed Services Operating Considerations
The State has provided as part of this RFP a representative listing of Exhibits that are pertinent to the current and historical operating environment. Offerors are advised to review this information carefully in consideration of responding to this RFP. In many cases, these artifacts contain State sensitive information that has been redacted by the State for purposes of this RFP (e.g., State personnel names, email addresses,  and technical infrastructure details). 
The State has organized these Exhibits for purposes of offeror review convenience along general lines of General IOP Operations. Offerors are encouraged to consider all of the Exhibits to this RFP and all will apply to any Contracted Work resulting from this RFP.
1.2. [bookmark: _Toc31957510]Current Situation Overview 
The State has recently completed a review of several operational systems associated with the support of its IOP platform and developed a strategy designed to extend and enhance the current operational capabilities of these systems.  The goal of the State via this project and its implementation was to specify, design and implement a core set of capabilities as an Enterprise Framework to allow Individuals (citizens and businesses) and State Agencies to utilize secure, efficient, easy-to-use, and interoperable identity solutions to access State online services and applications in a manner that promotes confidence, privacy, choice, and innovation. In particular, the State’s support systems have the following dynamics that the offeror must be in a position to address and enhance:
Increase the State’s capabilities by deploying high impact and cost-effective systems and systems management capabilities;
Differentiate the State wherever possible by providing unique offerings to State employees and State constituencies while providing best-in-class operational performance and capabilities;
Support the migration of services to a reliable, repeatable and world-class set of operating capabilities, standards and methods that are delivered in a cost effective and predictable manner;
Maintain a platform that is designed to drive overall consistency of operations through the leverage of common systems platforms, consistent business processes and deploying/leveraging best practices wherever possible; and
Work with the State to operate modern capabilities, delivered under contemporary IT standards such as ITIL, software and testing Capabilities Maturity Model (CMM) and structured software development/implementation methodologies to ensure overall quality, operational agility, and alignment while supporting future requirements of the State in a reliable and cost-effective manner. 

InnovateOhio Platform uses technology in State government to establish our State as a more effective and efficient leader, to improve customer service, and to exercise good stewardship over the State’s tax dollars. The InnovateOhio Platform will help agencies become more customer centric and data-driven in the modern age with a focus on user experience, digital identity, and data and analytics capabilities.
The InnovateOhio Platform provides integrated and scalable capabilities to State agencies in order to better serve Ohioans. InnovateOhio Platform capabilities are generally organized into two categories: Digital Identity and User Experience.
InnovateOhio Platform established guiding principles and has adopted the below methodologies into its core operations. These goals have established a philosophy for the enterprise solution and must be maintained and extended to be inclusive within new functionality.
Customer Experience Strategy: Taking a digital experience from good to great begins and ends with the customer. A modern, high-value interaction can be achieved when the InnovateOhio Platform augments organizational willingness to embrace a customer-centric mindset and challenges “the way we’ve always done things.” The InnovateOhio Platform provides digital and user experience capabilities to support an improved customer experience.
User Experience Strategy: InnovateOhio Platform has analyzed the State’s many websites, portals, and points of online interaction to better understand availability of information and customer engagements. The InnovateOhio Platform will engage organizations throughout the State to help identify the highest-value opportunities for improvement. Collaboration with stakeholders who are closest to our customers is essential to prioritization and planning. Through governance processes, opportunities will be weighed against existing agency plans, available resources, and enterprise priorities.
It is essential that agencies and programs own their respective customer experiences and support digital interactions. To support improvements, the InnovateOhio Platform will provide enhanced capabilities, reusable tools, patterns and standards, self-service training content, and guided do it-yourself options to facilitate more rapid implementation. Additionally, direct support resources will be available to agencies adopting the platform.
Success relies on the engagement of organizations and their willingness to actively support transformation. Shaping a transformed customer experience requires knowledge of operational processes and an explicit understanding of any ideas for improving service delivery and addressing known pain points.
Digital Identity Strategy: Securing customer data and information is not new to the State government or any individual agency, board, or commission. The ongoing efforts of each organization yield valuable information that will inform the steps toward a fully-adopted enterprise digital identity. Identification of priority systems – those that contain high volumes of personal and financial data and information, technology roadmaps, and other planned projects will help define the State’s continued deployment of this solution.
Given the importance of a secure and private digital interaction, the InnovateOhio Platform is focused on reducing onboarding costs, enabling rapid integrations, developing reusable components, and centralizing adherence to regulatory standards and compliance such as NIST privacy and security standards, federal and State regulations, and accessibility guidelines. A low-touch, “factory” approach, and developer self-service tools will enable organizations to integrate their business systems with the portable user identity quickly and cost efficiently. As each additional system is onboarded, customers’ ability to choose self-service options will increase.
Security and privacy will always come first. The InnovateOhio Platform will continuously monitor and take action to support customer’s ability to access their information in a way that is secure, convenient, and aligned with the experience they are accustomed to from the commercial sector.
This RFP is designed to extend and refine the overall service quality, reliability and capabilities of IOP for the foreseeable future while maintaining a consistent cost and dependability as the State continues to leverage the IOP investment.
1.3. [bookmark: _Toc31957511]Managed Service Objectives
The State has identified several objectives that must apply to this Contract: 
Specifically:
	Objective Area
	Key Service Requirements and Offeror Differentiators

	Service Delivery
	Continued robust ITIL and DevOps based delivery and service model.
Leverage of modern tools, techniques and processes.
Defined roles & responsibilities with no gaps or non-complimentary overlaps.
Accountability and ownership by all parties and stakeholders.

	Delivery Team and Personnel
	Aligned as business partner to the State as opposed to “vendor”.
Seek to “further the art” as opposed to “strictly manage P&L”.
Seek challenges and serve the State by going the extra distance.
Integrated with State service delivery teams and partners.
Fluent and experts in their respective disciplines and work as a cohesive team with the State as opposed to “operational silos”.

	Operational Reliability and Discipline
	Robust planning, design, build, test, and deployment processes.
Robust change and communications management.
Reliable, repeatable and robust execution that results in operational quality.
Tool and Process centric support of operations.

	Delivery Culture
	Collaborative, collegial and integrated with State operations teams.
Focused on State objectives and outcomes as opposed to meeting minimum requirements.
Strict adherence to time, quality, budget and personal commitments. 
IOP advocacy and evangelism, support of State in Agency adoption and legacy application retirement.

	Change Management and Control
	Changes to production (code, process, configuration, reports and otherwise) controlled with versioning, testing and verification. 
Change management and environment changes supported by processes and tools.
High-touch communications and expectation management with IOP service delivery and IOP stakeholder organizations.

	Security, Reliability and Repeatability
	Continue to operate in a secure and reliable environment that protects sensitive and personal information/data contained in the IOP system.
Continue to ensure operations are reliable and repeatable from a service quality and predictability perspective.
Adhere to required Service Level Agreements while striving for continuous improvement.

	Platform for Consolidation
	Support the State in identifying consolidation opportunities for State legacy applications that could better be served via IOP.
Become a change and consolidation advocate for the State and State Agencies rather than an impediment to progress.

	Cost Considerations
	Maintain IOP operational cost profile while seeking to optimize delivery through automation, elimination of redundancy or non-value-added activities.
Support the extension of the IOP investment in retiring legacy Agency applications through ROI positive projects.



This RFP is designed to receive responses for services that will allow the State to continue driving efficiencies with respect to ongoing operations, continued extension of the system and its use, refinement of the overall cost to operate and manage; as well as drive higher levels of service for the users and beneficiaries of the system.
1.4. [bookmark: _Toc31957512]Offeror Differentiators
Offerors must provide brief overviews of their capabilities, core competencies, and market differentiators in the following areas:
Deliver high-value and reusable enterprise services that are customer-driven and maintain large amounts of self-service;
Enable customers to embrace emerging capabilities within their existing organizations and services;
Enable DevOps and ITIL based operations to support Agile approaches;
Exhibited history (of staff proposed) of moving an operations organization to an automated, self-service framework;
Exhibited history (staff proposed) supporting an adoptive/self-service framework and cloud native infrastructures;
References that highlight the strength of partnership between the offeror and their customers that have resulted in achieving the strategic goals of your customers, specifically with respect to large government or similarly large and complex entities; 
Access to Best Practices that the offeror has developed with customers that result in rapid, high quality and low-cost operational usage of modules while mitigating needs to customize the system;
World-Class Support Capabilities that drive the highest levels of support and service that ensure maximal usage and availability of the system – particularly during business critical functions, but also during routine or planned maintenance and enhancement periods that minimize disruption to business and user communities; 
Commitment to Scalable, Upgradeable Solutions to ensure the State has access to current features/functionality and can pursue migrations and new service implementations in a timely and cost-effective manner;
Innovative Practices and Methodologies provided by the offeror that are market proven and help drive successful migrations, implementations and enhancements while mitigating Project risk wherever possible;
Identify/User Experience where best practices and methodologies are designed and refined in the context of new capabilities, releases, versions, and integrations; and
Rapid Implementation and Quality Methodologies designed to help ensure that migrations and implementations go as quickly as possible, are reviewed at each major step against quality requirements, and result in minimal business interruptions, auditable performance, and a lasting operational capability that the State can build on.
Offerors can share their demonstrated capabilities in the following areas that, for purposes of this response, are optional, but may be required of the Contractor in the future:
Additional implementation services; and
Related application configuration, project management, DevOps, deployment and management services that may include reporting databases, performance tuning and management, operational/ongoing cost reduction projects, end-user rollout/training and other IOP related activities.

1.5. [bookmark: _Toc31957513]High Level Scope of Managed Services and IOP Operating Model
A framework has been provided to better inform the offerors of the overall scope of the Managed Services portion of this RFP. Specific details as to the technical, process and organizational impacts of this Project as well as key statements of work, desired roles and responsibilities, required service levels, State/Contractor governance structures and other key requirements and concepts are contained in this RFP. The high-level working structure between State business owners, the anticipated State Managed Services Organization, and the Contractor is depicted below:
High Level Managed Services Scope Framework


Within the major facets of this framework, corresponding functional areas and roles/responsibilities have been defined. As mentioned above, this high-level overview is provided to clarify offeror’s understanding of the required services. Detailed requirements are included in the appropriate sections of this RFP.
Based on this structure, the State will retain certain key roles and responsibilities designed to drive overall services alignment with business strategy and objectives, enhance service quality/assurance considerations as well as set the overall direction for the program
In addition, the State will also provide software solutions and licenses (ex. Atlassian Suite, AWS, New Relic)but in general all IOP specific services (including Service Desk, Infrastructure Support, Software Support, User Experience Support, Production Operations, interface with State Infrastructure and otherwise) must be provided by the Contractor unless otherwise required. 
In high-level terms, Managed Services will include: 
Infrastructure support for the InnovateOhio Platform on Amazon Web Services (AWS); consisting of infrastructure services (EC2), platform services and software services, monitoring, automation, identity proofing through Experian, and overall support of the InnovateOhio initiative;
Operation of an IOP specific Service Desk Operation using the existing tools and configurations established by the State;
The day-to-day operations of the IOP applications from the State provided IT infrastructure operating system prompt/console to the IOP application login; 
IOP application administration, reporting, and support: ISIM, ISAM, Secret Server, TDI, IGI, ISIQ, WCM, DB2;
Major and minor IOP related system enhancements and projects; 
Application Break/Fix responsibility and Minor Enhancements to IOP systems, solutions, software’s, components, and infrastructure;
Performance of State-approved Discretionary Projects; 
Ongoing DevOps and project services including the design, development, testing and deployment of new applications or application enhancements or extensions that may or may not be IOP related; 
Migration to Production of applications, configurations and enhancements once the State’s acceptance criteria has been met;
Ongoing Production Operations, Job Scheduling and Maintenance of Production Applications;
Environment refresh services for non-Production and quasi-Production uses;
System change management and Production version control;
System maintenance, patching, upgrades, performance and tuning for IOP, IBM/HCL, and Third Party provided technology components related to the IOP Platform; and
Review of System Performance and Reliability parameters and collaboration with State Infrastructure Staff to drive system reliability and performance.
1.6. [bookmark: _Toc31957514]Information Technology Infrastructure Library (ITIL)
The State requires that the Contractor follow principles which will continue the State use of Information Technology Infrastructure Library (ITIL®) compatibility. The Contractor must deliver services via a set of ITIL® v4 compatible concepts and techniques for managing the IOP environment. 
Offerors are advised that the State team and related Business Unit functions have been operating under, and in many cases have been trained on ITIL principles and processes. Therefore, offerors must not to propose general ITIL training as part of their responses. 
The State of Ohio has already developed a complete DevOps framework, based on ITIL® v4 concepts, and integrated this framework within the State’s Atlassian Suite. The Contractor will not be responsible for developing their own processes and procedures for the below focus areas, but rather adapt to the existing structure maintained by the State’s PMO Office. The complete existing DevOps structure is documented within the Exhibits section.
The State’s developed DevOps framework is focused on providing the appropriate services to support the following areas:
The Service Desk handles all Contractor provided/managed service incidents, problems and questions as well as provides an interface for other activities such as change requests, maintenance contracts, software licenses, Service Level Management, Configuration Management, Availability Management, Financial Management, Application Management, and IT Services Continuity Management for Levels 2 and 3 for IOP; and leverages Levels 2 and 3 State provided infrastructure services.
Incident Management process and procedures in order to have the capability to restore a normal service operation as quickly as possible and to minimize the impact on business operations. An incident is considered to be any event which is not part of the standard operation of a service and which causes, or may cause, an interruption to, or a reduction in, the quality of that service. The objective of the incident management process is to:
· Restore normal operations as quickly as possible with the least possible impact on either the business or the user(s), at a cost-effective price; 
· Maintain a comprehensive inventory of 'known problems' (without a known root cause) or 'known errors' (with a root cause) under the control of Problem Management and registered in an error/knowledge database;
· Real time reporting via Atlas, or its successor; and
· Redirect mis-assigned incidents to appropriate support team.
Processes and procedures must include:
· Incident detection and recording;
· Classification and initial support;
· Investigation and diagnosis;
· Resolution and recovery;
· Incident closure; and
· Incident ownership, monitoring, tracking and communication.
Problem Management processes utilized to identify, record, track, correct and manage problems impacting IOP service delivery. It will be maintained and extended to assist the State in recognizing recurring problems, address procedural incidents and contain or minimize the impact of problems that occur. The Contractor must maintain and follow Problem Management processes to find and resolve the root cause of incidents to minimize the adverse impact of IT infrastructure incidents and problems at the State and to prevent recurrence of incidents related to these errors. The objectives of the Problem Management process are:
· Reduce the number and severity of incidents and problems on the business, and report it in documentation to be available for Level 1 (State operated) and Level 2/3 (Contractor operated) and Level 3 Infrastructure (State Provided) of the Service Desk; and
· Provide a proactive process that identifies and resolves problems before incidents occur. 
Processes and procedures must include:
· Problem identification and recording;
· Problem classification;
· Problem investigation and diagnosis;
· Identification of the root cause of incidents;
· Trend analysis;
· Initiation of targeted support action;
· Providing information to the organization; and
· Iterative processing to diagnose known errors until they are eliminated by the successful implementation of a change under the control of the Change Management process.
Configuration Management processes for designing, planning and maintaining the physical and logical configuration of IOP Systems software as well as Third Party components and the way these resources are interrelated in the State IOP environment. The Contractor must employ ITIL compatible processes with tool- assisted automation that tracks all of the individual configuration Items in the IOP service catalog for the supported IOP software and service elements. 
Processes and procedures must include:
· Planning: The Configuration Management plan must capture the next six months in detail, and the following twelve months in outline. It is reviewed with the State at least quarterly and includes strategy, policy, scope, objectives, roles and responsibilities, the Configuration Management processes, activities and procedures, the database, relationships with other processes and Third Parties, as well as tools and other resource requirements. 
· Identification: This covers the recording of information including hardware and software versions, documentation, ownership and other unique identifiers. Records are maintained in a Configuration Management database covering the selection, identification and labeling of all configurations of every item in the Contractor provided/managed infrastructure and systems. 
· Control: This only accepts and records authorized and identifiable configuration Items from receipt to implementation. The State-provided infrastructure and systems are under Change Management control. 
· Monitoring: Accounting and reporting on all current and historical data concerned with each Contractor provided/managed item throughout its life-cycle. It enables changes to items and tracking of their records through various statuses, e.g. ordered, received, under test, live, under repair, withdrawn or for disposal. 
· Verification: Provide reviews and audits that verify the physical existence of items and checks that they are correctly recorded in the Configuration Management database. It must also include the tool assisted automated process of verifying Release Management and Change Management documentation, and State approval before changes are made to the State live environment.
Service Operations processes that define the daily activities to deliver service from the use of IOP applications, software and services in order to meet Service Level Agreements and established business targets for the IOP environment within the Contractor’s scope. This collection of processes must be maintained and enhanced to adapt and respond to day-to-day fluctuations that occur in order to provide as much of the committed service as possible. This collection represents the day-to-day service operations within IOP. This includes managing contact with users. Services include database and application management, event management, incident management, problem management and service execution. 
· Release Management processes, concepts and principles must be implemented and followed, which focus on the transition plan, schedule and control of releases for a single project or a collection of related projects through different stages and environments. The Contractor must employ ITIL compatible processes to ensure the coordination of individual releases within a larger organization are properly orchestrated and follows a repeatable process. 
Each of the processes are presented in turn with additional details and Roles/Responsibility considerations between the State and Contractor.
1.7. [bookmark: _Toc31957515]Required Operating Environment
1.7.1. General
IOP is currently operating within Amazon Web Services (AWS). The State may continue to define and refine the operations and use of IOP in the future. The State may choose to revisit the deployment strategy for IOP with respect to State functions and offerings either provided by the Contractor or supported by the systems contained herein. 
1.7.2. Work Location(s) and Contractor Personnel Involvement
As part of the offeror’s response, the offeror must provide a summary of full time equivalent (FTE) personnel needed for State service delivery and space planning considerations that includes completion of the following table:
The values in this sample table are for illustration purposes only. Offerors must remove these illustrative artifacts and populate the table based on their proposed teams and work locations. Rows may be added by offerors.

	Contractor Proposed Role(s)
	% of FTE Time Spent at State Work Location
	Engagement Period

	Contractor Account Representative
	50%
	Contracted duration

	Operations Service Lead
	70%
	Contracted duration

	IOP Systems Lead
	80%
	Contracted duration

	Related IOP Application Lead
	80%
	Contracted duration

	Technical Architect
	80%
	Contracted duration

	Technical Specialists
	Periodic
	

	Business Analyst
	80%
	Contracted duration

	L2/3 Service Desk Lead
	Periodic
	Contracted duration

	Service Desk Technician (4) – Onsite
	100%
	Contracted duration

	Service Desk Technician (4) – Remote 
	Periodic
	Contracted duration

	Production Change Manager
	70%
	Contracted duration



FTE time must represent those hours in direct support of State business. In some cases, this number may be less than 100%.
1.7.3. Use of State Provided Atlassian ® Suite, Use of State Office 365® 
Starting with the Award of this Contract and the Contractor access being made available by the State, and in conjunction with the delivery of the services and any Project to the State under this RFP, the Contractor must use the existing State-provided and hosted document management and team collaboration capability (Atlassian Suite) to provide access through internal State networks and secure external connections to all project team members, approved project stakeholders and participants. 
In conjunction with the utilization of this tool, the Contractor must:
Structure the document management and collaboration pages and data structures in such a manner as to support the overall requirements of the Project; and
Be responsible for the maintenance and general upkeep of the designed configurations of the tool in keeping with commercially reasonable considerations and industry best practices as to not adversely impact the project delivery efforts performed by the Contractor and State.
As a minimum standard, the Contractor must include the following delivery artifacts in the Atlassian Suite:
All work products;
All Contractor required reports as specified herein to the State and supporting documentation, work products and artifacts produced formally for the State or for State review and approval;
All Systems Development Lifecycle (SDLC) delivery artifacts when accepted by the State in final and editable form (i.e., native formats not PDF or scanned facsimiles) inclusive of requirements, design, technical, functional, performance, results, diagrams, RACI or Roles/Responsibilities, approvals, operational and end-user guides, training materials, analysis, findings, issues, risks, actions and documents as approved by the State in conjunction with the delivery of a Project;
All Changes to Production or Environment Change Request directives from the State;
All approved Change Orders or Change Requests;
All Operational, Maintenance, Job Schedules or Run Books;
All monthly SLA reports;
Any approved customizations, RICEFW objects in a machine-readable form as attachments;
Any Amendments to this Contract; and
Meeting Minutes, Resolutions and Issues/Risks.
The Contractor must use State communication systems for all formal correspondence pertaining to State business, in particular those that may contain or identify sensitive State data, processes, conventions, practices, issues, vulnerabilities, risks and project matters or may be considered advantageous to gaining unauthorized access to State systems, infrastructure or data. 

1.7.4. Contractor Operational Requirements
As part of this RFP, the State has several operational requirements, including:
Increased service levels and systems quality as well as quality and timeliness of operations; 
Access and implementation of best practices and consistent control of operations costs to help the State achieve a higher level of operational and cost efficiency;
Continued access and implementation of repeatable, predictable, and automated systems management capabilities such as standard maintenance, system patches, and upgrades in conjunction with robust system testing/certification capabilities for new system software that allows the State to be more agile and take advantage of new technology as the State’s needs require;
Access to “Project expertise” on an as-needed basis to assist in the design, development and deployment of new IOP capabilities, products and services or deployment of IOP capabilities when deemed required by the State’s business model; 
Increased access to centralized operational data that eliminates wherever possible work/rework cycles as a result of manual efforts; 
Ability to utilize more robust IOP system functionality that drives a higher level of integration and consistency in the State’s day-to-day operations; 
Increased control over key business processes, streamlining of operations and removal of risk exposure areas where possible; 
Increased system integration and automation around reporting to reduce manual work and reliance on non-automated systems and processes;
Reduction in IOP object customization, non-IOP provided Third Party applications or work-arounds while leveraging IOP provided features and functions to the greatest extent possible in lieu of Contractor driven customizations; and
Working collaboratively to evaluate, implement, maintain and enhance additional IOP modules and capabilities, specialized reporting and data extraction for Business Intelligence/Data Analytics and generally ensure that the State’s systems capabilities are world-class.
The State plans to increase standardization, where possible, and when advantageous to the State’s cost position and in support of the State’s mission. 





[bookmark: _Toc31957516]Current Operating Environment Overview
1.8. [bookmark: _Toc31957517]General Scope
InnovateOhio Platform’s enterprise systems consist of two main components: Identity and Digital Experience. A majority of the infrastructure is contained in AWS, consisting of a combination of infrastructure components, containerized tools, platform services, software services. InnovateOhio Platform also integrates external software service offerings within the enterprise.
InnovateOhio Platform consists of customers, various State teams, and the Contract team established by this RFP, all in which are governed by its stakeholders. Customers range from State employees to all citizens of Ohio. The State teams consists of a dedicated InnovateOhio Team for oversight of Operations, Identity, and User Experience as well as a centralized team for oversight on the cloud integration, infrastructure, and overall security.
1.9. [bookmark: _Toc31957518]Existing Identity Solutions and Services
InnovateOhio Platform is an existing enterprise user focused, identity management and content management solution. The enterprise solutions consist of multiple individual services, applications, and software. This section gives an overview that the suite of systems the InnovateOhio Platform uses for its enterprise solution. The Contractor must be knowledgeable in the below systems as they must maintain these systems.
IBM Security Identity Manager (ISIM)
IBM Security Identity Manager (ISIM) is comprised of the following (separately licensed) modules: IBM Security Identity Manager (ISIM), IBM DB2 Enterprise Server, IBM Directory Server, IBM Tivoli Directory Integrator (TDI). Specific information about how the environment is configured will be provided after award.
The below diagram gives a brief overview of how ISIM has been implemented within the enterprise platform:
[image: ]


IBM Security Access Manager (ISAM)
IBM Security Access Manager is comprised of 3 (separately licensed) modules: IBM Security Access Manager Appliance, Federation Module, and Advanced Access Control Module. Specific information about how the environment is configured will be provided after award.
The below diagram gives a brief overview of how ISAM has been implemented within the enterprise platform: 







Secret Server - Privileged Access Manager (Secret Server)
InnovateOhio Platform has configured IBM Secret Server within existing State services to provide a secure way for managing elevated forms of authentication, including administrator accounts and service accounts. The below diagram gives a high-level view of how InnovateOhio Platform has integrated this service:
[image: ]



IBM Security Directory Server (ISDS)
The State’s enterprise authentication/authorization solution is referred to as Enterprise LDAP which is illustrated in the below architecture design. The goal of Enterprise LDAP is to provide LDAP as a service to various Ohio agencies, making it easier for agencies to focus on their business requirements and allow the Enterprise team to manage user lifecycle operations, authentication and authorization services.
DAS IOP Authentication and Authorization Service Solution
	[image: cid:image001.png@01D55E3B.D0E9C3C0]
Identity Governance and Intelligence (IGI) 
IGI provides end-to-end user life cycle management (note: DAS IOP ISIM is still the product of choice for end-to-end user lifecycle management), access certification and/or re-certification for confirming that users still require access through a customizable dashboard, and SoD (separation of duties) through a unique business approach.
IBM Security Information Queue (ISIQ) 
ISIQ is a cross-product integrator that utilizes Kafka technology and a publish-subscribe model to integrate data between IBM Security products.  Within the DAS IOP products ISIQ is used to enable synchronization between ISIM (IBM Security Identity Manager, and IGI (IBM Governance and Intelligence). 





An architecture view of these two components in the DAS IOP environment is as follows:
[image: cid:image002.png@01D55CD7.CE8F9CE0]
MFA/IBM Verify
Multi-factor authentication functionality is an extension of step-up authentication functionality configured in IBM Security Access Manager (ISAM) that allows you to specify a protected object policy (POP). It forces the user to authenticate using all authentication mechanisms with a level lower than the configured POP authentication level. The user is required to have authentication at all levels up to, and including, the required level before access is granted. Multi-factor authentication can also be used in conjunction with re-authentication to force a user(s) to multi-factor re-authenticate. 
InnovateOhio Platform has extended the default 2-step MFA to also include mobile multi-factor authentication capability using IBM Verify. IBM Verify brings a new layer of strong verification to the State’s online services, allowing users to use mobile devices as a primary authentication factor while maintaining a frictionless user experience. The IBM Cloud Identity Connect product includes its own version of the IBM Verify product that will be included in the InnovateOhio Platform’s emerging cloud technology plan.
Experian ID Proofing
The implementation of Experian Identity Proofing from within the DAS IOP platform is conducted in two patterns. First, directly from the customer application; in this case the application itself calls the Experian workflow and is not associated with access to an application. Second, upon access to an application or just prior to accessing the application; in this case the product is called from the IDP after the user has authenticated and before access to the application is granted.  A score from Experian is generated and submitted back to the user record. Based upon the score received, user’s access is either granted or denied to the application. 




An architecture view of these this component in the DAS IOP environment is as follows:
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HCM Data Feed
The OAKS HCM to IOP employee feed is an asynchronous web service, sourced within the OAKS PeopleSoft HCM platform, and triggers an outbound request to IOP containing employee data elements that is leveraged to create and maintain employee users in IOP.  These real-time triggers are based on key HR events (hire, transfer, terminate, etc.) within the OAKS HCM application, which result in pertinent new or changed employee data that IOP requires to manage users.  This integration is brokered through the State’s enterprise Oracle Fusion Middleware/SOA Suite platform and is passed to IOP as a SOAP message. 
Contractor/External Worker (Workforce) Management
The IOP workforce (non-employee) solution is used for user creation and management lifecycle of State workforce personnel.  It utilizes an agency sponsor methodology to maintain the lifecycle of the user accounts. 

Workflow Example
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IBM Tivoli Directory Integrator (TDI)
IBM Tivoli Directory Integrator (referred to as TDI hereafter) is a tool for real time synchronization of repositories of data, with a special focus on identity data, including directories, databases, and operating system repositories.  Within the DAS IOP environment this tool is utilized to synchronize data between ISIM – ISAM – ISDS and Active Directory. The tool is also utilized for other non-synchronization tasks such as bulk loading or bulk exporting of user information.
Emerging Cloud Technologies
InnovateOhio Platform is continuously looking to utilize emerging native cloud technologies to reduce overall cost, improve capabilities, increase performance, and reduce infrastructure oversight. The below cloud technologies have been identified by the State as an emerging cloud technology.
· IBM Cloud Identity Connect (CIC)
· IBM Cloud Identity is Cloud-based and SaaS technology to replace certain components of the DAS IOP IAM infrastructure as well as supplement the overall functional capabilities of the environment.  CIC will provide application integration / on-boarding in two primary application types; Proxied Web Applications (applications that are hosted on State owned infrastructure (either physically on the State networks, or within State controlled IaaS networks such as AWS VPCs, etc.) and that require integration with the WebSEAL reverse proxy architecture in order to provide authentication and authorization services as well as to provide insulation from direct connections over the public internet.) and Federated Applications – applications that are hosted independently (either by the State entity that owns them, or by external vendors providing “Software as a Service”).
  
· IBM Trusteer Pinpoint Verify
· IBM Trusteer will help DAS IOP in maintaining and nurturing digital identity trust throughout the customer digital journey, without compromising on security. Help enable seamless customer interactions by adding strong step-up authentication for applications that are protected by the Trusteer platform. Verify your clients’ high-risk digital interactions on external-facing applications with easy-to-implement single and multifactor step-up authentication.
· IBM Cloud Identity and Access Management
· As part of the DAS IOP cloud adoption strategy DAS IOP intends to undertake an effort to adopt Cloud-based and SaaS technologies to replace certain components of their IAM infrastructure as well as supplement the overall functional capabilities of the environment.   IAM enables you to securely authenticate users for platform services and control access to resources consistently across IBM Cloud. A set of IBM Cloud services are enabled to use IBM Cloud IAM for access control, and are organized into resource groups within your account so you can give users quick and easy access to more than one resource at a time. The IBM Cloud IAM access policies can be used to assign users and service IDs access to the resources within your account. You can group users and service IDs into an access group to easily give all entities within the group the same level of access.
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1.10. [bookmark: _Toc31957519] Existing User Experience Solutions and Services
InnovateOhio Platform maintains the State’s online points of interaction through websites and portals. The State will continue to onboard more State Agencies, boards, and commissions to the platform through the span of this Contract. The offeror must be able to grow as the State grows, including onboarding and configuring new site areas and staying up to date with emerging technologies.
InnovateOhio Platform uses the below technologies to complete the User Experience Strategy.
WebSphere Portal Server 8.5+
InnovateOhio Platform has implemented HCL WebSphere Portal as the enterprise software used to build and manage Web Portals. HCL WebSphere Portal provides access to web content and applications, while delivering personalized experiences for users. The WebSphere Portal package is a component of the WebSphere application software.
InnovateOhio Platform’s implementation of WebSphere Portal follows the standard guidelines provided by IBM. Specific information about how the environment is configured will be provided after award.
InnovateOhio Platform has created and currently hosts dozens of sites throughout the platform for internal use to the program and external to other State agencies.
WebSphere Content Management (WCM) 8.5+
InnovateOhio Platform has implemented HCL Web Content Manager (WCM) as the enterprise software used to create, manage, and deliver content for our website.
InnovateOhio Platform’s implementation of WebSphere Portal follows the standard guidelines provided by IBM. Specific information about how the environment is configured will be provided after award.
Authoring Environment
InnovateOhio Platform has implemented the standard HCL Authoring environment configuration, which is accessible to specific customers of the digital experience platform. IOP’s authoring environment is a building environment that enables business users to control site changes. This includes such features as content editing, work assignment, notifications, executing site changes to product, content, promotions and campaigns, previewing changes, approving changes, and scheduling when changes go into production.

Form.IO
InnovateOhio Platform integrated Form.IO as a platform offering for easy form generation and data collection. Form.IO is configured to allow content authors access to creating and embedding Form.IO forms within the portal solution. Form.IO is a Single Sign On service that is integrated with AWS’s Elastic Beanstalk and API Gateway. The Contractor must be responsible for:
Maintaining the existing configurations for the InnovateOhio Platform Form.IO integration as the platform and demand for this service grows.
Piwik PRO
The InnovateOhio Platform uses an enterprise containerized analytics platform for collecting site data throughout our platform for authenticated and non-authenticates sites. The Contractor must:
· Maintaining the existing configurations for InnovateOhio Platform sites as well as implementing new site configuration as our platform grows.
· Being knowledgeable about the product and able to work within Piwik Pro’s service level agreements when issues arise during configuration and analysis.
1.11. [bookmark: _Toc31957520] Existing General Solutions and Services
Atlassian Tool Set
The InnovateOhio Platform uses the Atlassian Suite for issue tracking, change management, project management, and analytics. The Contractor must:
Use the solution in all possible aspects. All documentation, issue tracking, business analytics, planning, project work, and change management work must be stored within the Atlassian Suite. The State has already configured the Atlassian Suite to be integrated with Jira Service Desk, and Confluence to be an all-encompassing tool for the platform. The Contractor must use this solution. 
For Service Desk specifically, using the Jira Service Desk module within the Atlassian Suite. Jira Service Desk is currently in use by the platform and has been configured by the State and per State standards. The Contractor must use the tool for all aspects of the Service Desk, including but not limited to, issue tracking, workflows, assignments, customer communication, internal communication, and access requests.
For planning specifically, using the Jira module within the Atlassian Suite to plan upcoming events in relation to, but not limited to, infrastructure changes and configuration, patching, updates, and all ongoing work and activities related to maintaining the existing platform. The Jira module has been configured by the State and per State Standards.
Being knowledgeable about the product and able to work within Atlassian’s service level agreements when issues arise during configuration and analysis.
NewRelic
InnovateOhio Platform integrates the NewRelic solution within the platform as an enterprise monitoring service of the infrastructure and platform services. The Contractor must maintain the existing configurations for the InnovateOhio Platform NewRelic integration as the platform and demand for this service grows.
API Gateway
InnovateOhio Platform integrated AWS’s API Gateway within the platform. The API Gateway is integrated with the following capabilities:
· Publish and consume APIs through the API Gateway.
· Monitoring of API usage on the Amazon API Gateway through existing platform services such as NewRelic and Cloudwatch.
The Contractor must maintain the existing configurations for the InnovateOhio Platform API Gateway integration as the platform and demand for this service grows.
1.12. [bookmark: _Toc31957521]Environments to Support System Development Lifecycle (SDLC) Activities 
The Contractor must support State activities in performing projects that are oriented around extending the use and usefulness of IOP. The following conventions will apply:
Regardless of who is performing all major and minor upgrade or change activities for any technical element that comprises IOP, the Contractor must support these environments without additional Managed Service cost to the State;
Pertaining to Contracted scope of modules, functions and capabilities of IOP (collectively IOP as Contracted), the Contractor must support SDLC activities related to projects, updates, upgrades or enhancements to IOP as Contracted without additional Managed Service cost to the State as a result of these projects;
Should, as a result of multiple concurrent project requirements, and consuming all of the aforementioned environments and capacity, the Contractor require additional Managed Services support fees, the Contractor and State will meet to review methods to repurpose, reuse or adjust the use of the aforementioned requirements as part of an adjustment to the Contractor’s Managed Services fees in consideration of actual Contractor documented effort associated with additional support requirements as part of these projects;
Any IOP environment support associated with projects the Contractor is performing as a Prime Contractor for the State that arise resulting from this RFP will result in no additional Managed Services costs or delays to the State; and
Furthermore, the State and Contractor agree that any reduction in supported modules or environments will be applicable immediately following the addition or reduction of such environment and aligned with the actual and demonstrated Contractor effort required to perform these services.

Additionally, offerors must propose an end-to-end Managed Service including the ongoing management and maintenance, encompassing deployment/release management, testing and authoring environments for the instances of the IOP modules and supporting applications identified in this document. The below reflects the State’s requirements in terms of environments. To the extent the offeror wishes to suggest alternatives, the offeror may do so in their response to this section. 
Descriptions of the instances are as follows:
Development: All development activity including customizations, modifications or configurations will be made in this instance, as needed. 
Quality Assurance: This instance allows testers and pilot users to test the customizations, modifications or configurations made to the application before any changes are migrated to Production. This instance will be used for all forms of integration testing. 
Staging: This is IOP’s pre-production environment and closely mirrors the production infrastructure setup and configuration. This instance allows IOP team members and solution integrators to access a production like environment for troubleshooting, testing issues and for performance testing. 
Production: This is the main transactional instance.
Authoring: This is used for content authors to create and stage content for syndication in Web Content Manager.
The Contractor must support the provisioning of the IOP environments utilizing cloud and State-provided solutions production data subsets using applicable data masking procedures. This may include design, development, testing, pre-production implementation and migration staging, production or disaster recovery validation, additional processing requirements for peak or seasonal requirements or infrastructures for performance testing as described in this or other Supplements. 
The Contractor must provision and provide as required by the State and adhere to the specified Service Level Agreements outlined herein, in keeping with contemporary configurations as required by the specified Service Level Agreements.
The Contractor must provision and provide systems to be saleable and capable of, from an architectural/sizing perspective, supporting the following approximate populations:
	Measure / Sizing Points
	Approximate Count

	Ohio Population (All Citizens)
	11.6M

	Ohio Households 
	4.5M

	Ohio Registered Businesses
	7.5M

	State of Ohio Worker Population
	54,000

	Extended State Workforce its agents or designees (Contracted Services, Service Providers and Other Personnel) that may require some form of the services contained in this RFP
	15,000 (estimate)

	State of Ohio State, County and Local Government Worker Population
	738,000

	Agency Systems Inventory (Total)
	2,600

	Agency Systems that Maintain some form of sensitive personal or financial information
	1,500



1.12.1. Current Network Configuration
The network configuration that IOP currently uses is a combination of AWS Cloud native components and other solutions managed and provided by the SOCC. 
· IOP uses AWS Virtual Private Network (AWS VPN) to establish a secure and private tunnel to the SOCC network to the AWS network. AWS Site-to-Site VPN enables the ability to securely connect State on-premises network to our Amazon Virtual Private Cloud’s (Amazon VPC). Note: A future implementation of a direct connection between the SOCC and AWS facilities may change the dynamic of this network configuration.
· SOCC Palo Alto firewalls initiate the VPN connection to the public VPN end points configured on the IOP AWS VPC and private traffic between SOCC and AWS goes through this tunnel and controlled by SOCC UNS team.
· IOP is running 6 VPCs, (Dev, QA, Dev-QA Service, Staging, Production and Management). Production VPC has 3 incoming VPN connections that originate from SOCC, CBTS and BWC. Stage and Dev VPC has 2 incoming VPN connections that originates from SOCC and BWC. 
· QA, Dev-QA Service and Management VPC’s only have 1 incoming VPN originating from SOCC.
1.12.2. IOP Software, Modules, Versions and Associated Third Party Elements
The current IOP environment and its associated software licenses are owned by the State and support/maintenance fees are currently with the providers. The State will retain title and ownership of all software elements associated with the Contractor delivering services to the State as they pertain to assets currently owned by the State unless otherwise defined. The State will maintain all software items currently owned in accordance with previously agreed contracts with the corresponding software providers and wherever possible will work with these software providers to allow the Contractor access for support, maintenance, upgrades, defect-fix and other entitlements currently in place between the software vendors and the State. The following table is a representation of software versions and supporting tools which are a part of IOP current platform and the versions following the completion of otherwise contracted technology upgrade/refresh activities scheduled to complete in late 2019, early 2020. This may exclude some Cloud platforms or software offerings.  It may require the Contractor to arrange for the State’s licensing of additional third party elements, (e.g. Experian)
	Product
	Description
	Version
	
	Product
	Description
	Version
	
	Product
	Version

	ISIM
	Base
	6.0.0.20
	
	ISAM
	Base
	9.0.6
	
	ISIQ
	1.0.3

	
	TDI
	7.1.1.6
	
	
	Policy Server
	9.0.6
	
	IGI
	5.2.5

	
	LDAP
	6.4.0.18
	
	
	LDAP
	6.4.0.18
	
	
	

	
	WAS
	8.5.5.10
	
	
	GSKit
	8.0.50.34
	
	
	

	
	WAS JRE
	1.6.0
	
	
	JRE
	1.6.0
	
	
	

	
	DB2
	10.5
	
	
	DB2
	10.5
	
	
	

	
	
	
	
	
	
	
	
	
	

	Product
	Description
	Version
	
	
	
	
	
	
	

	Portal
	Base
	8.5.5.14
	
	
	
	
	
	
	

	
	JDK
	1.8_64
	
	
	
	
	
	
	

	
	Remote Search
	8.5.5.14
	
	
	
	
	
	
	

	
	User Management
	8.5.5.14
	
	
	
	
	
	
	

	
	WebSphere App
	8.5.5.14
	
	
	
	
	
	
	

	
	DB2
	10.5
	
	
	
	
	
	
	


1.12.3. Hardware Ownership and Software Licensing Considerations
Offerors are instructed to consider and address the following considerations with respect to software licensing.
Where software is existing and licensed by the State as represented herein, the State will continue to retain ownership and maintenance obligations with respect to this software in accordance with existing agreements with third party software vendors (e.g., IOP, IBM, existing toolsets);
Where software or future software that is required as a part of the RFP and is not able to be procured directly by the State, the offeror must acquire these services and pass through the ownership and cost to the State;
Where software is provided as part of this RFP which is in support of the delivery of Managed Services and is not required to be licensed to the State and/or transferred to the State upon conclusion of the agreement, offeror must provide this software as a priced element as part of their Managed Service offering regardless of ownership, the State retains all rights to the underlying State data and reports contained in these software elements; and
Any hardware purchased, loaned, leased or otherwise provided by the State to the Contractor in conjunction with the Contractor provided/managed services will remain the State’s sole ownership. The Contractor will have no rights to the aforementioned hardware. Any hardware provided by the Contractor in accordance with the delivery of services associated with the Contractor provided/managed services must be owned by the Contractor and any fees for this hardware must be included in regularly scheduled invoices. Contractor must not include any hardware charges without the prior written approval of the State.
1.12.4. Existing AWS Cloud Solutions
This section lists the IOP operations cloud components that are provided and configured in AWS. These services have been enabled, established proper network connectivity, integrated with existing solutions, and added to monitoring capabilities. The AWS cloud products are listed below as of September, 2019, however, the Contractor is responsible for managing net new services due to changes to the State’s cloud plan, additional project implementations, and changes in needed platform functionalities at no additional cost to the State.
· Elastic Compute Cloud (300+ running instances)
· Elastic Block Store
· Elastic Load Balancers
· Elastic Beanstalk (1 application - Form.IO)
· DocumentDB
· Aurora/ MSSQL RDS (1 application – Secret Server; Cloud native initiative to move DB2 to RDS)
· DynamoDB
· Amazon EKS - Elastic Kubernetes Service (ISIQ, Portal, User Management, ISAM)
· Route53
· AWS Translation Services
· CloudFront
· AWS Media Services
· Systems Manager
· API Gateway
· Lambda (23 functions)
· Cloudwatch Alerts
· Cloudwatch Logs
· Cloudwatch Insights
· Certificate Manager
· CloudFormation (1 application - Form.IO)
· CloudTrail
· Config
· ElastiCache (Redis)
· Elastic Filesystem (EFS ie NFS)
· IAM (63 users, 35 groups, 45 roles, 34 customer managed policies)
· S3 (47 buckets)
· Simple Notification Service 
· Trusted Advisor
· WAF & Shield
· VPC
· VPC’s – 2
· Subnets – 44
· Route Tables – 22
· Internet Gateways – 2
· Elastic IP’s – 104
· Endpoints – 2
· Endpoint Services – 2
· NAT Gateways – 4
· VPC Peering Connections – 6
· Network ACL’s – 14
· Security Groups – 32
· Customer Gateways – 4
· Virtual Private Gateways – 2
· Site-to-Site VPN Connections – 5
· Running Instances – 178
Other services must be supported by the Contractor as leveraged. Since these are services from AWS, IBM or other SaaS providers, the support efforts are anticipated to be focused on turning on/off, establishing network access, and monitoring.





1.12.5. Supporting Operations Software
This section lists the installed configuration of the operating software that is used for IOP. Below is a list of software and systems installed within AWS’s EC2 environment as of September, 2019:
Operating Systems: Redhat 6.10, Redhat 7.5 with Nginx+, Redhat 7.5, Windows 2016, Windows 2012:
Container Operating Systems: Amazon Docker Linux, Amazon EKS Node Linux; and
Appliance Containers: Palo 8.1, ISAM 9.6, ISIQ, WebSphere 9.5+.
1.12.6. High Availability: Current Capabilities
The State requires that best practices are designed and implemented as part of the agreed service and in keeping with the Service Level Requirements. Multi-datacenter, multi-region with fault tolerance by region is always the goal of the State. Automated scaling and fault tolerance enable the State to keep a right sized yet High Availability environment to support services with minimizing cost. Contractor must maintain and make recommendations to enhance the existing High Availability and fault tolerance cloud implementations that include and leverage to the extent practicable, existing State capabilities. 
Currently, every database within the IOP environment is either an AWS RDS solution, or a DB2 Database with High Availability enabled through Tivoli System Automation (TSA). Within AWS, the current infrastructure runs a redundant, Active – Active configuration across multiple Availability Zones to ensure platform availability and performance.


[bookmark: _Toc31957522]Transition Services: from Incumbent IOP Managed Service Vendor (MSV) to Contractor
[bookmark: _Toc31957523]3.1		Overview of Scope
The Contractor must support the transition of supported systems, system components, documentation and related operational support roles in transitioning from the State’s current IOP Managed Service Vendor (MSV) to the Contractor to enable the services to be provided to the extent defined and agreed within this RFP. The Contractor’s responsibilities with respect to Transition Services include the tasks, activities and responsibilities listed below.
[bookmark: _Toc31957524]3.2           Transition Management
During  this Contract, the Contractor must plan, prepare for, and conduct the transition of IOP systems operations (the “Transition”). Transition will include the migration of services and operational support. 
The Contractor must: 
Coordinate with the State and Contractor network provider to schedule the installation of any required secure connectivity into Contractor Service Delivery Center(s);
Implement processes and controls as to not otherwise disrupt the State business operations, including the interfaces between the State and various third parties; and
Specify costs and effort associated with Transition and otherwise performing such migration tasks as are necessary to enable the Contractor to provide the services, including the completion of Transition.
The State will:
Provide reasonable access to current information, data and documentation related to the Transition (for example, third party supplier and the Contractor information, facility data, inventory data, existing operational processes and procedures, systems documentation, configuration documentation), decisions and approvals, within the agreed time periods; 
Support the establishment of secure network connections from State facilities to Contractor service delivery or operations center(s);
Assist the Contractor in identifying, addressing and resolving deviations from the Transition Plan and any business and technical issues that may impact the Transition; and
Coordinate the Transition meetings (i.e., planning, review and status) schedule with the Contractor and the current MSV, including the frequency and location, and attend such meetings in accordance with the established schedule.
[bookmark: _Toc31957525]3.3 Transition Plan
Transition must be conducted in accordance with a Contractor-developed plan within IOP’s Atlassian toolset (the “Transition Plan”), which must include the items below. The Transition Plan must be created as a Deliverable. The Contractor must assist in revising and finalizing the Transition Plan, provided that: (1) the Contractor must cooperate and work closely with the State in finalizing the Transition Plan (including incorporating the State agreed comments); and (2) the final Transition Plan will be subject to written approval by the State. 
The Transition Plan must contain: 
An inventory and description of the IT operations being migrated;
Baseline performance attributes of the system/environment being migrated to validate that system performance post-migration is not adversely impacted;
A description of the documentation, methods and procedures, personnel and organization the Contractor must use to perform the Transition; 
A gap analysis and provide a mitigation plan to eliminate said gaps;
A detailed schedule of migration activities inclusive of State, MSV and Contractor staff;
A detailed description of the respective roles and responsibilities of the State, the current MSV and the Contractor during the Transition; 
Any other information and planning artifacts as are necessary so that the Transition takes place on schedule and without disruption to the State operations; 
A definition of completion criteria for each phase of the Transition Plan, with required specificity such that all Parties may objectively determine when such phases have been completed in accordance with the plan;
A process by which the State may require the Contractor to reschedule all or any part of the Transition if the State determines that such Transition, or any part of such Transition, poses a risk or hazard to the State’s business interests and allow the State to require the Contractor to reschedule all or any part of the Transition for any other reason; and
Validation of successful Transition inclusive of user acceptance and assessment of acceptable performance with respect to comparison to baseline operational and performance attributes collected during preceding phases (i.e., design, build, test) outlined herein.

The State will:
Reasonably cooperate with the Contractor to assist with the completion of the Transition; 
Manage MSV facing efforts and cooperation with agreed Contractor created roles, responsibilities, plans and requirements; and
Approve or reject the completion of each phase of the Transition Plan in accordance with the acceptance criteria after written notice from the Contractor that it considers such phase complete, such approval not to be unreasonably withheld. 
[bookmark: _Toc31957526]3.4   Transition Process
No functionality of the IT operations being transitioned will be disabled or made unavailable until the new Contractor-provided service is demonstrated to materially conform to the requirements set forth by the State and operationally performs and is conformant to agreed-upon Service Levels and has been accepted by the State.
No Transition Cost:
Billing will start the month that transition completes.  The first month’s invoice must be prorated as necessary to reflect the number of days the Contractor is performing the Managed Services after transition.  The Contractor will not be reimbursed for the transition period.
As part of Transition, the Contractor must:
Inventory, track and report all IOP operational software on supported servers. 
Obtain the required consents necessary to transition such software on a supported server at no cost to the State.
The State reserves the right to monitor, test and otherwise participate in the Transition as described in the Transition Plan. The State, the incumbent and the Contractor will develop a mutually agreed upon responsibility matrix for discrete activities as part of the transition planning process. The State will provide availability of the incumbent application group to the Contractor according to such agreed-to responsibility matrix in the Transition Plan. 



3.5 [bookmark: _Toc31957527]     Transition Planning Services
3.5.1	General
In the delivery of Planning Services, the Contractor must perform the following functions:
Define and Prioritize the effort;
Define stakeholder goals and expectations; and
Define high-level requirements and the scope of Transition.
3.5.2  Plan and Analyze
The Contractor as part of the planning and analysis phase of the existing computing environment must include the following at a minimum:
The Contractor must manage the process and prepare a scope and the operations portion of the Transition Plan, which must include assessing the resource requirements (either hardware, software or personnel), time requirements, known impact or dependencies on other Projects, and other information as required as mutually agreed to by the Parties. 
The Transition Plan must accommodate solution development or alternative sourcing and implementation options including, where applicable, providing build versus buy analysis and support. 
The Contractor must provide support to the State in the creation and evaluation of proposed strategies and standards to coordinate information and IOP architecture across the State business units and develop recommendations on IOP technology use within the State.
The Contractor must define solution blueprints and operational/technical change plan for each major functional or service domain areas (e.g., environments, code and software versions, interfaces, customizations etc.).
The Contractor must conduct weekly progress reviews with appropriate State personnel.
The Contractor must prepare a detailed transition plan, which includes an estimate of the schedule and labor for the design, development, implementation and training required for each phase contained in the plan. The transition plan must, at a minimum:  (i) include schedules that specify a detailed level of activity, including the planned start dates, completion dates, hours and other required resources for activities to be performed by the Contractor (and the State where applicable) pursuant to the phase for which such Transition Plan was developed; (ii) identify any pre-existing software components (e.g., code libraries) and tools to be used; (iii) identify licensing or purchase requirements of any third party components, tools or software elements including Systems software, operational tools and instrumentation, operational productivity aids and other tools required to deliver the solution to the State; (iv) include a detailed list of the Deliverables and milestones (with planned delivery/completion dates) and the phase management reports that must be provided; (v) describe any assumptions made in compiling the plan; and (vi) identify any the State dependencies or personnel requirement assumptions.
The Contractor must establish baseline performance levels of supported servers, processes (both online and batch) and other measurable elements of system performance for the current “status-quo” environment to be used as the basis for performance validation prior to the conclusion of the Transition period.
Identify potential risks due to uncertainty with the solution’s complexity and feasibility.
Coordinate and confirm the State approval of phase requirements as stated above.

3.5.3  Environment Design-Build Services
The Contractor must develop and build operational, technical and functional designs for each service domain of the computing environment. 
The environment design and build services must also include the following:
Design
The State does not anticipate any additional design during transition, but if it is required the Contractor must provide  build designs which include, where applicable, - size, complexity and requirements of the system(s), supported server(s) or application(s), design of files, databases, forms, user interfaces, reports, security, system performance and availability instrumentation, audit trails of the transactions processed, provision for parallel testing, development of fallback procedures, provision for recovery procedures from production failures, disaster recovery procedures for OP DR Tabletop plan, and for DR exercises with other IOP customers, and creation of job scheduling.
As part of the design process, the Contractor must also:
Analyze related State servers, components and environments to identify any additional or alternative IT solution requirements required to deliver the services (including proposed optimization of the State’s LAN/MAN/WAN infrastructure if applicable).
Assess current IT solution gaps and dependencies.
Create/Maintain IT system/solution designs to support solution requirements as follows:
· Design user interaction model which defines applicable standards, solution prototypes, and virtualization designs.
· Design reports and forms.
· Design integrated solution components and interfaces to external systems.
· Design logical environment, data conversions/migrations, processes and procedures as agreed necessary.
Compile and maintain solution incident lists in Atlas.
Document design specifications and work with the State to create applicable completion criteria in accordance with meeting Production Processing and Defined SLA requirements.
Conduct quality and progress reviews with appropriate State personnel.
Establish assembly, configuration, environmental, performance, and user acceptance test plans.
Coordinate and confirm State approval of solution design specifications and applicable completion criteria.
Determine and identify relevant baseline system performance profiles or capabilities sufficient to design a robust solution that complies with this Supplement and the Service Levels in the State environments as well as to serve as the basis for performance comparisons following Transition.
Keep current technical design diagrams up to date, at all times, within the State’s Atlassian tool. In addition, the Contractor must provide timely responses to State requests for information and reports necessary to provide updates to State business units and stakeholders.

Build
The State does not anticipate any additional build during transition, but if it is required, the Contractor must generate and thereafter operate and maintain ancillary systems required to complete and implement each supported computing platform in support of the Contractor provided/managed applications as part of delivery of the overall Managed Service. The Contractor must perform the development or update of operational documentation to a level sufficient to operate the supported environment at agreed-upon Service Levels and incorporate the use of documentation standards, reviews, and audit trails, including release control. User walk-through of the systems environment will be reasonably provided upon request. The Contractor’s documentation must include the creation and testing of test and production procedures and job schedules, as appropriate. The Contractor must also perform the following tasks and activities in connection with building systems environments: 
Perform detailed technical design as agreed appropriate.
Build solution components to support approved design specifications as follows:
· Configure and customize solution user interfaces, process and procedures, as required.
· Specify and support the State in the provisioning of solution environments including CPU, disk and memory, licensing, or other configurations, and AWS service requirements
· Configure and customize integrated solution components and interfaces to external systems.
Coordinate with the State Infrastructure Management Team the implementation of other physical and network environmental requirements and designs.
Document solution and refine applicable user acceptance/validation criteria.
Develop any applicable State-specific Transition training materials, as follows:
· Perform training needs analysis based on the State requirements that have been identified to the Contractor;
· Determine the training material/method of delivery design with the State; and
· Develop training material to support the agreed-upon approach and methods of delivery.
Coordinate with State infrastructure management experts the implementation of required technology environment changes as mutually agreed.
Compile and maintain incident lists per the ITIL requirements, as defined in this Supplement.
Develop environments in accordance with State strategies, principles, and standards relating to technical, data and applications architectures, as set forth in this Supplement.
Conduct service build progress reviews with appropriate State personnel.
Coordinate and confirm the State approval of solution components and verification of applicable completion criteria for transition into test/validation activities.
Provide the State with reports on a weekly basis tracking the progress of the Contractor’s performance of service build activities and Deliverables. In addition, the Contractor must provide timely responses to the State requests for information and reports necessary to provide updates to the State business units and stakeholders, as reasonably required. 
3.5.4 Transition Test/Acceptance.
All supported environments must be subject to a formal validation testing and acceptance process as stated in this Supplement, that uses objective and thorough test or validation criteria established by the parties. Testing must allow the parties to verify that each element of the Transition meets the specified functional, technical, operational and where appropriate, performance requirements. The testing and acceptance process must be developed for each element of the Transition as soon as possible after confirming and documenting State requirements. The testing and acceptance process must include a capability for tracking and correcting problems through the use of State’s Atlas tool. The tasks and activities that the Contractor must perform as part of the testing and acceptance process related to the Transition must also include the following: 
Develop and maintain test data repositories, as agreed appropriate;
Develop test plans, scripts, cases and schedules, as agreed appropriate;
Perform the following testing activities for Contractor provided/managed components and assess quality and completeness of results:
· System test/assembly.
· Product test including integration/interface testing and regression testing new releases of existing Contractor provided/managed solutions. 
Provide testing as required to perform the system and user acceptance testing work for the supported servers, and where appropriate performance validation testing period. The testing must be designed and maintained by the Contractor so that build and subsequent testing activities are sufficient to verify that End-User perceived performance on the Contractor provided/managed environment is consistent with the pre-transfer baseline and to minimize incidents associated with the migration of environments to the Contractor;
Conduct quality and progress reviews with appropriate State personnel;
Assess the Contractor personnel readiness to perform their Contract responsibilities. 
Document State approval of solution components and verification of applicable completion criteria for transition into deployment and production (steady State) use; and
Provide the State with weekly reports tracking the progress of the Contractor’s performance of testing work, or in the case of user acceptance testing, support of State activities. In addition, the Contractor must provide timely responses to State requests for information and reports necessary to provide updates to State business units and stakeholders, as reasonably required. The Contractor must also provide the State with a services connection portal that tracks progress of the Contractor’s performance of testing work upon request.
3.5.5 Service Deployment
The State does not anticipate any additional deployment during transition, but if it is required the Contractor must perform production deployment and roll-out of any newly developed environments over the term of the Contract. Deployment includes identification of interfaces and any required data migrations, installation and testing of, installed systems software, and any required testing to achieve the proper roll-out of the infrastructure computing environment(s). The Contractor must comply with the State required implementation and deployment procedures as set forth in this RFP. This may include, network laboratory testing, data migration procedures, the use of any pre-production or pseudo-production environment prior to production migration. 
The Contractor must submit a written deployment plan describing the Contractor’s plan to manage each such implementation. The tasks and activities to be performed by the Contractor as part of the Deployment Services also include the following:
Execute required migrations that follow a mutually agreeable and documented process that includes clear roles, responsibilities and review/approval steps for participating parties.
Perform required data matching activities and error reporting.
Document incidents and provide resolution to the State.
Coordinate and confirm the State approval of data conversion results.
Compile and maintain solution incident lists in Atlas.
Support State deployment communication efforts including identifying required communication recipients and communicate deployment activities to stakeholders. 
Evaluate detailed communication feedback from recipients and stakeholders including the effectiveness of and need for additional communication. 
Determine the requirements for and assist the State in the development of end user training for the computing system(s) or environment(s) resulting from Transition, including the roll-out of workshops, self-study guides and computer-based training and train-the trainer activities, based on the State requirements provided to the Contractor.
Support training activities as mutually agreed in the Transition Plan including confirmation of timeframe, type, content, and target user audience of planned training. 
Assess the effect and value of conducted training and resolve issues identified.
Conduct weekly quality and progress reviews with appropriate State personnel.
Develop, and thereafter maintain and make available to the State, documentation gathered throughout the project's life and allow for re-use of such documentation for future projects.
Transition IOP operations to the Contractor Service Delivery solution support to steady-State operations maintenance team as provided in the Transition Plan.
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IOP Managed Services 
[bookmark: _Toc31957529]4.1   General Description and Term
This section contains the description of services that the Contractor must provide. The Contractor personnel must provide the following services as described below in support of the Contractor provided/managed services for the Term of the Contract.
4.2 [bookmark: _Toc31957530]  Addition of Future Projects and Developments
From time to time, the State may request that the Contractor perform discrete services related to, or in connection with, the Managed Services described in this RFP.  Any such State requested projects will be further described and carried-out pursuant to a mutually agreed-upon Amendment or Interval Deliverable Agreements (IDAs) under the Contract arising from this RFP for the design, development, testing and deployment of new applications, capabilities or significant application or capabilities enhancements (“Development Projects”).  Upon completion of a Project services implementation, the completed application or capability once meeting the State’s acceptance criteria, will, in most cases, be managed by the State on an ongoing basis as an Enterprise DAS/OIT service.  The State may also request hourly consultative expertise services pertaining to business, functional or technical expertise from the Contractor.  When such services are provided by the Contractor that do not involve full lifecycle development or implementation responsibilities, the Project Requirements described in this Supplement may not apply (determined at the sole discretion of the State).  The State acknowledges that it is responsible for the management of these types of projects and of the work being provided by any Contractor staff providing services under such an engagement. 
Specific State requested projects that involve these services may be further described and arranged in one or more mutually agreed-upon Amendments or IDAs. Regardless of the origin of these services, the Contractor must follow the Contract Change Procedures. Based on the need to incorporate the ongoing operation, maintenance and upgrades to these future projects over the term of the Contract, the Contractor must support any ongoing Managed Services requirements associated with the delivery of these projects to the production environment (or applicable environment) under the Contractor proposed pricing included in the Contractor response as per the following:
[image: ]
4.2.1 Future Projects and Deployments: IOP Contractor Support Requirements
The State has invested significant capital and operating expense in the creation and ongoing operation of IOP since it was conceived in early 2016. As a result of ongoing IOP deployments, stabilization and extension into new lines of business as well as current IT Optimization efforts underway statewide, the State has identified several opportunities to leverage IOP in support of the State’s mission. They include:
Consolidation of agencies’ systems into the IOP platform;
Implementation of new modules and functions;
Retirement of legacy agency applications where IOP provides identical or similar functional footprints;
Continued refinement of the current offerings to the State; 
Enhancements to the overall processes that effects all State agencies in some form; 
Other opportunities that may arise based on Executive, Administrative, Budget and Cabinet level priorities.
· Standardization of the Delivery Model for new application or capability development using the Enterprise IOP Platform;
· Facilitation of smooth, well-defined transitions of new Projects to steady-state/production (Run Services) support;
· Utilization of the Contractor’s rate card to better control overall development costs across the State;
· Improvement of delivery through clearly defined development standards, conventions and guiding principles;
· Implementation of a standards based governance structure to drive process improvements and consistency across the State; 
· Speeding up the development lifecycle by reducing the procurement timeline; and
· Identifying, designing and developing Agency-specific Security and Data privacy requirements that follow State standards as well as any Agency-specific requirements based on Agency use of the InnovateOhio Platform.

To support the IOP organization in the identification, development and evaluation of these opportunities, the Contractor must provide resources that will support IOP in the following manner: 
Development and refinement of ongoing Business Roadmaps;
Creation of business case, change programs and IOP adoption/extension budgets, timelines and investment models that are pragmatic and grounded in the realities of budgets, implementation efforts and IOP capabilities;
Development and delivery of exploratory workshops with new IOP customer groups from the above work;
Leading “change agent” type communications designed to encourage Agency and statewide adoption of IOP service offerings; 
Support IOP management in bridging: business, functional and technical and organizational changes to propose, design, implement and extend IOP offerings statewide; 
· Development and refinement of ongoing InnovateOhio Platform Business Roadmaps for State identified InnovateOhio Platform opportunities;
· Creation of business cases, change programs for the InnovateOhio Platform, adoption/extension budgets, timelines and investment models that are pragmatic and grounded in the realities of budgets, implementation efforts and InnovateOhio Platform capabilities;
· Development and delivery of exploratory workshops with new Agency customer groups from the above work; and
· Support DAS/OIT management in bridging: business, functional and technical and organizational changes to propose, design, implement and extend InnovateOhio Platform offerings Statewide. 

4.2.2 Identification of Future Work
Contractor’s responsibilities with respect to identification of future work will include the following:
· Submit project or improvement ideas and agree to a development roadmap to more optimally deploy, operate and maintain the Enterprise InnovateOhio Platform, State and Contractor extensions and enhancements and State processes;
· Collaborate with the State to identify and support Agency specific InnovateOhio Platform needs inclusive of Agency specific data, integration of Agency and InnovateOhio Platform or OAKS data as required;
· Streamlining or eliminating sub-optimal processes (technical, performance, organizational and work-effort) that surround the operation and maintenance of the InnovateOhio Platform, whether in the Contractor’s responsibility or those provided by the State for Contractor use or those that impact the timeliness, quality or cost of OIT services to Agency customers;
· Review of InnovateOhio Platform Service Level performance and discussion of increasing service delivery quality to OIT customers through improvement of visibility of operational performance, bottlenecks, I/P/C processes and SLA performance via adjustments or enhancements to State specified RICEFW (Reports, Interfaces, Configurations, Extensions, Forms and Workflow) objects; and
· Upon the State’s request, develop a non-binding rough order of magnitude schedule and cost for consideration and following this consideration or upon direction of the State, develop a formal pricing and Statement of Work inclusive of delivery dates, requirements, scope, Deliverables and other implementation specifics for the State’s authorization to proceed.
4.2.3 Future Project Services Objectives
The Future Project Services are defined to achieve the following:
· Standardize the Delivery Model for new application or capability development using the Enterprise IOP Platform;
· Facilitate smooth, well-defined transitions of new Projects to steady-state/production (Run Services) support;
· Utilize the Contractor’s rate card to better control overall development costs across the State;
· Improve delivery through clearly defined development standards, conventions and guiding principles;
· Implement a standards-based governance structure to drive process improvements and consistency across the State; 
· Speed up the development lifecycle by reducing the procurement timeline; and
· Identify, design and develop Agency specific Security and Data privacy requirements that follow State standards included in Supplement 3 as well as any Agency specific requirements based on Agency use of the InnovateOhio Platform. 
· Provide organization change management to provide support to effect change. 
4.2.4 Future IOP Projects and Deployments: Contractor Support Requirements
The State has invested in the creation and ongoing operation of the InnovateOhio Platform. As a result of ongoing InnovateOhio Platform releases, stabilization and extension into new lines of business, services and capabilities as well as current IT Optimization efforts underway statewide, the State has identified several opportunities for Agencies to leverage InnovateOhio Platform in support of the State’s overall, and Agency-specific missions.
The Contractor must support DAS/OIT in: 
· The development and refinement of ongoing InnovateOhio Platform Business Roadmaps for State identified InnovateOhio Platform opportunities;
· Creation of business cases, change programs for the InnovateOhio Platform, adoption/extension budgets, timelines and investment models that are pragmatic and grounded in the realities of budgets, implementation efforts and InnovateOhio Platform capabilities;
· Development and delivery of exploratory workshops with new Agency customer groups from the above;
· Leading of “change agent” type communications designed to encourage Agency and Statewide adoption of IOP service offerings; and
· Support DAS/OIT management in bridging: business, functional and technical and organizational changes to propose, design, implement and extend InnovateOhio Platform offerings statewide. 
4.2.5 Identification of Future Work
In addition to Attachment Two, Contractor’s responsibilities with respect to identification of future work will include the following:
· Submit project or improvement ideas and agree to a development roadmap to more optimally deploy, operate and maintain the Enterprise InnovateOhio Platform, State and Contractor extensions and enhancements and State processes;
· Collaborate with the State to identify and support Agency specific InnovateOhio Platform needs inclusive of Agency specific data, integration of Agency and InnovateOhio Platform or OAKS data as required;
· Streamlining or eliminating sub-optimal processes (technical, performance, organizational and work-effort) that surround the operation and maintenance of the InnovateOhio Platform, whether in the Contractor’s responsibility or those provided by the State for Contractor use or those that impact the timeliness, quality or cost of OIT services to Agency customers;
· Review of InnovateOhio Platform Service Level performance and discussion of increasing service delivery quality to OIT customers through improvement of visibility of operational performance, bottlenecks, I/P/C processes and SLA performance via adjustments or enhancements to State specified RICEFW (Reports, Interfaces, Configurations, Extensions, Forms and Workflow) objects; and
· Upon the State’s request, develop a non-binding rough order of magnitude schedule and cost for consideration and following this consideration or upon direction of the State, develop a formal pricing and Statement of Work inclusive of delivery dates, requirements, scope, Deliverables and other implementation specifics for the State’s authorization to proceed. 
4.2.6 Development Life Cycle Proposals associated with Development and Enhancement Projects
The Contractor must provide a disciplined Systems Development Life Cycle (SDLC) methodology for use on Development Projects and must adhere to such methodology during the performance of Development Projects.  The Contractor must adapt this methodology as required to meet the State’s needs.  The Contractor must provide the State with a comprehensive description of the methodology, the formal training available if required, the development tools and templates used with the methodology, the plan for implementing the methodology within the State environment using the Atlas suite.  For large changes and releases the Production/Version Control and Release Management requirements must be followed. 
4.2.7 Future Project Services Pricing Response and Rate Card
Unless requested by the State in a Deliverables-based arrangement, Contractors must utilize the rate card, by project personnel role and experience level as well as technical role and experience level that is binding over the Contract term. The Contractor may not propose rates in any Project IDA that differ from this rate card as allowed under any contract arising from this RFP. 
4.2.8 Additional Work Requirements and Conditions 
The following identify additional work requirements and conditions for Project or staff augmentation services:
· Contractor staff must submit time sheets for all time and materials work (for that work that is time and material based) to the State for review and approval on a monthly basis and a formal Deliverable or Milestone approval sheet for that Work that is Deliverable or Milestone based on a monthly basis for that work completed during the month.
· Contractor staff must work, at a minimum, during normal core business hours Monday through Friday, except for State holidays. It is the Contractor’s responsibility to ensure staff is working within these parameters and to communicate to the State when exceptions, such as requested time off, personal illness or emergencies arise, to ensure these situations will not impact the project or service.  
· Contractor staff work location must be identified in the IDA.  If it is not necessary for Contractor staff to be onsite, the Contractor will be responsible for providing an offsite work location.  For work that requires the Contractor to work onsite, the State will provide each Contractor staff workspace and internet access. Contractor personal computing equipment, printers, general office supplies and other administrative items required to perform the work for the State are the sole responsibilities of the Contractor unless the State provides written approval of items to the Contractor. 
· Contractor staff must use State email for all communications.
4.2.9 Agency Adoption of the OIT InnovateOhio Platform 
Should the Contractor be engaged by any State Agency to perform services using the DAS/OIT InnovateOhio Platform as a result of any agreement arising from this RFP, the Contractor must adhere to the project delivery, management, development, testing and deployment conventions contained in this Supplement in such a manner as to drive consistent development, roadmap, project management, operational and maintenance processes to be aligned with and follow the conventions established by DAS/OIT unless otherwise agreed to in writing by DAS/OIT. 
[bookmark: _Toc31957531]4.3 Organization of Service Delivery Areas
In general, there are four areas under which the Contractor services will be delivered: 
Updates, Upgrades and Refresh –Services designed to ensure that the State is operating on a contemporary, vendor supported and is operationally documented and is in keeping with the Contractor’s delivery of the specified IDA in effect, per conditions specified under the respective Service Level Agreements;
Steady State-Run Services – Services and operations designed to support the ongoing operations of the Contractor provided/managed computing environments;
Infrastructure Management Advisory Services – Advisory Services designed to administer and support high performance, high quality and high availability computing infrastructure provided by the State and utilized by the Contractor in the performance of the contracted responsibilities; and
Program Management Services – Services designed to manage continuity and viability of the IOP environment, including adoption of new initiatives, new project and configuration delivery support, new site configurations and onboarding support, support of future growth and other needs as they pertain to extending and enhancing IOP over the contracted term.

4.4 [bookmark: _Toc31957532]	IOP Operations
4.4.1. 	Use of Technology and Service Optimization / Enhancement
The Contractor must regularly review the current environment inclusive of hardware, network, software, infrastructure, security, back-up and other ancillary technical components that comprise IOP no less frequently than quarterly and maintain a plan with the State.  As part of the overall operational responsibility for the existing environments, Contractor must ensure that service levels, operational performance, technical capacity and personnel (both State and Contractor) efforts are aligned with providing the State a high level of service value, operational reliability and stability as well as best use of the resources that comprise and operate IOP.  Based on the purchase schedules and anticipated useful life of the technology elements in this section and currently in use at the State, the State may require the underlying technology to be replaced during the term of the Contract.
As part of this responsibility, the Contractor, starting with the first quarter of the transition period, must prepare a mutually agreed to quarterly summary report that contains:
Service Availability and Reliability Summary with explicit identification of the root causes of issues or improvement area(s) whether inside or outside the Contractor’s service delivery scope;
Job and Scheduled Process Reliability and Repeatability Summary that highlights operational performance (both time, completion, and impact to daily operations) and quality of scheduled jobs/processes (i.e., completed with expected results, on time, without undue human intervention) as well as recommendations for the improvement of all items identified as issues or problematic;
Personnel Effort Summary Report that highlights productive time by both the Contractor and State spent on the following: operating IOP; performing maintenance and break/fix operations; complying with regulatory or mandatory (legislative type) requirements; extending IOP into new lines of business, agencies, modules and functions; and addressing infrastructure and security compliance/threat issues; and
Use of infrastructure summary report that demonstrates the use and usage of the deployed infrastructure components for all environments and the practical limits of these components to assist the State in environment, capacity, use and IOP optimization planning.
4.4.2 Technology and Process Optimization Plan
Starting with the first quarter of the transition period, the Contractor must create a comprehensive technology and process optimization plan that is aligned with contemporary best practices and in keeping with the achievement of Service Level Agreements (SLAs) contained in this Supplement. Based on the review and approval by the State, this plan must be implemented as part of the services on an ongoing basis. Based on Contractor best practices, and in keeping with the Contractor attainment of the defined SLAs, the Contractor must propose a specific approach using one of the following (or propose an alternate business practice with a detailed description and rationale):
Refinement of existing hardware configurations, environments, job schedules and operational processes to ensure overall continuity and minimization of late-term disruptions or diminishment in service due to hardware limitations or opportunities to optimize the IOP platform and how it operates;
Phased replacement or enhancements to operational and technical processes over the term of the Contract to best leverage existing State investment in technology components, use of personnel (both State and Contractor) while minimizing any disruptions in service associated with the implementation of the operational or technical processes; or
Phased replacement or reuse for other non-Production uses of existing technology elements upon reaching practical service life and full depreciation in order to maximize the State investment in existing technology elements wherever possible, while preventing and/or minimizing any disruptions in service associated with the technology upgrade plan.
Contractor must, as part of the technology upgrade plan:
Provide and implement a plan to repurpose existing technology elements (whether production or non-production) to support “non-production” uses such as training, development, testing, demonstration and other uses until the useful life of the technology element has been reached; and
Adjust processing, configuration, job schedules or operating processes/procedures to leverage the State’s investment in the IOP infrastructure and software while minimizing manual labor, work/re-work cycles, non-productive endeavors or other elements that would allow the State to operate IOP in a more optimal fashion. 
4.5 [bookmark: _Toc31957533]Steady-State Operations and Maintenance Services
The parties agree that the Steady State Operations and Maintenance Services will pertain to the period immediately following the completion of the Transition of the supported computing environment to the completion of the contracted period, upon obtaining authorization from the State based on satisfying conditions of transfer and materially conforming to the Service Levels defined in this RFP. The Contractor must, through ongoing support and maintenance control processes, maintain support of the solutions developed by the Contractor during the term of the Contract. Such ongoing support and maintenance will include the following tasks and activities:
Track, monitor and provide remediation for solution defects and incidents requiring system configuration or Contractor provided/managed environment code or configuration changes;
Identify and implement required system or configuration changes to address solution defects;
Maintain solution documentation (technical specifications and testing documentation) as well as a compendium of common problems, root causes and remedy to aid in the identification and remediation of underlying system incidents;
Test configuration changes to confirm resolution of defects;
Identify, specify and system test third party supplied patches and fixes for third party supplied packaged systems software (including OS, BIOS, microcode, patches, service packs and similar), as well as new releases. If a new release contains new features and functionalities, the parties may agree to additional services required to enable or disable such features and functions (e.g., configuration, gap analysis, etc.) as part of any separate project-related enhancement service;
Support the State in performing applicable acceptance testing or review of any platform changes;
Ensure compliance with any Federal (NIST), State security mandated patches or system levels to the extent and system enhancement turnaround time required given the nature of the security mandate.  Report to the State in writing any risks or issues that the Contractor becomes aware of in providing service to the State. For example: patches designed to address immediate or active security issues may be scheduled for a near-real-time release, where other less pressing releases may be implemented during a scheduled maintenance or outage period;
For all Production, Non-Production (including environments that support systems development, testing, training, demo, QA and otherwise) monitor environments, apply patches, and administer the system logs;
Perform IOP technical activities including but not limited to: system code/object/configuration migrations, patch implementations, log administration, data copies and exports, interface and scheduled reporting/ETLs, and responsibility for incident resolution such that migrations into production will be executed upon agreement and approval from the State. 
If required, support multiple release levels of system software/hardware elements for Contractor provided/managed services, provided that such support does not impair the Contractor’s ability to meet the Service Levels until such time as all environments can be upgraded to the same patch/release level;
Maintain an e-mail listing for each integrated solution in order to notify applicable parties when there is an unscheduled outage or reduction in required performance. The Contractor must notify the applicable parties when such events do occur;
Support elements of the State’s Atlassian systems that contain all tickets managed by the Contractor for the State to use as it sees fit including providing estimate of time to complete, ticket prioritization and service restoration, as well as all Service Levels impacting items, whether State or Contractor initiated;
Coordinate the installation, testing, operation, troubleshooting and maintaining of the systems software;
Identify and test packaging patches and other updates associated with supporting systems software, as well as supporting additional security-related fixes associated with the systems software;
Manage the security functions related to the system software including administrative access and passwords (i.e., users with root, admin, administrator, DBA or low-level read/write access) and the related security controls to maintain the integrity of the systems software through use of State’s Privileges Access Management (IBM Secret Server) solution;
Configure and maintain systems managed by the Contractor for network and remote access;
Support the State in the maintenance of solution delivery elements, including but not limited to, advising, reviewing and testing of: software, microcode, patches, systems software, connectivity software in accordance with the State policies and have data and configuration currency adequate as to not delay testing effort or overall timing, unless otherwise requested by the State under an approved exception request;
Accommodate the State testing, review and approval processes prior to the installation of these elements in the production environment;
Provide advisory services to support the following infrastructure services and roles;
Review supported server administration, set-up and configuration;
Support performance tuning of infrastructure elements and perform performance tuning on IOP elements;
Support infrastructure upgrades, updates or extensions;
Support Infrastructure capacity planning;
Support and verify backup and system restore operations performed by the State; and
Staff the Systems Management and Administration function at a sufficient level as to perform non-production maintenance and administration functions in adherence to pertinent Service Level(s) and perform after hours updates to non-production environments inclusive of code, data, patches, updates and other routine maintenance functions, so that the entire IOP environment is consistent at all times following the application of maintenance elements.

The State will:
Assist the Contractor in developing procedures for handling all planned and unplanned outages affecting the environment including review, approval, communication and proper documentation; and
Notify the Contractor of any planned or emergency changes to the State’s environment affecting the Contractor's provision of the services.
4.5.2 [bookmark: _Toc31957534]Patching and  Upgrades
Release upgrades for packaged software are initiated through periodic releases by the vendor and other infrastructure releases. Due to the packaged nature of these releases associated with the platform, the State requires that the Contractor lead and coordinate efforts to analyze, install/apply, test/verify/validate and utilize these releases in the State’s IOP environment. 
Further, the State understands the importance of major and minor upgrades to its overall capabilities in support of the State’s mission and in particular over the life of a multi-year contract and is committed to maintaining the State’s IOP and related software at the most current proven release at all times in such a manner as to maintain ongoing compliance with IBM’s and HCL’s requirements for maintenance of IBM and HCL provided elements that comprise IOP. A major upgrade is defined as an upgrade that adds significant or completely new changes to the solution.
The Contractor must provide all minor and major upgrades as part of the Contractor Managed Service offering at no additional fee (i.e., included in the Not-to-Exceed Fixed Price for this RFP). InnovateOhio Platform maintains an (n – 1) upgrade strategy when it comes to upgrades, patching, and versioning or the latest release vendor supports for enterprise deployments.
The following table describes the roles and responsibilities of the Contractor with respect to major and minor upgrades:
	 
	Responsible
	Accountable
	Consulted
	Informed

	Major Upgrades
	Contractor
	Contractor
	State
	State

	Minor Upgrades
	Contractor
	Contractor
	Contractor
	State



Technical minor and major upgrade services embedded within the Managed Services contract include the technical upgrade execution, customization reapplication support and related integration, interfaces and scheduled reporting upgrades. 
The Contractor is required to support minor or major upgrades and must be scoped and planned in detail at the time the requirement arises and include any required project management, functional consulting on-site technical consulting needs associated with upgrade activities, which can include activities such as business process analysis, version analysis, operational support, fit/gap analysis, testing, training and other on-site consulting activity.
Major and Minor Upgrades are to be incorporated into the Not-to-Exceed Fixed Price and as a set of requirements, Contractors are to comply with the following:
Always operate on a set of Application and Technical Infrastructure components that are on the current support model and terms as provided by the underlying software or hardware provider (e.g., production IOP modules must be on IBM’s and HCL’s then current supported version listing);
As part of annual planning and coincident with monthly governance review meetings, the Contractor must inform State of any software, hardware or infrastructure components that are moving beyond a current support model and present a plan to implement the required updates in a controlled manner to the applicable State environments to maintain compliance with software vendor support models;
Based on review of any upgrade or update plan (inclusive of all elements required to effectively manage, resource, test, validate and implement the change as outlined elsewhere in this RFP), the State and the Contractor will schedule a mutually agreeable upgrade / update effort and authorize the Contractor to perform these upgrade services to maintain the required support model;
Upgrade and update efforts must factor system availability to maintain compliance with system availability as specified under State SLAs; 
Lead any assessments regarding the need for an application enhancement;
Design, develop, and implement the Minor/Major enhancements in the State environments in accordance with the previously presented roles/responsibilities table. This includes requirements/design discussions, applicable conference room pilots, design review/signoff, document design specification, document and execute unit and integration/interface tests, support of the State in executing UAT);
Plan and deploy periodic releases of non-emergency patches and enhancements (e.g., test new functionality, regression test entire application, document release notes, coordinate with the State for end user change management/communication);
Provide technical support services required for enhancements (e.g., tuning the performance of IOP and database elements, AWS new integrations or changes, updates/changes to the existing data feeds, user interface changes, integration changes with State technical infrastructure);
Verify and accept enhancements not developed by the Contractor (e.g., review designs, execute tests, migration to production);
All System Enhancements must be performed in accordance with the appropriate software development lifecycle procedures in this RFP; and
For all code-based Deliverables that are accepted by the State or otherwise placed in commercial use, the Contractor must provide all source and executable code elements into Atlas prior to deployment.

Notwithstanding Major and Minor Upgrade enhancement requirements as outlined above, the Contractor must maintain all IOP elements in keeping with a current support model, the service level requirements, and in accordance with agreed procedures associated with the minimization of exposure to viruses, security holes or flaws, incompatibility issues, software patch currency, technical updates, corrections and other elements that directly influence the warrantee, support, performance and ongoing upgradeability of underlying software, hardware and ancillary elements of the Managed Service.
Upgrades and updates must be scheduled in such a manner as to minimize disruption, capital requirements and risk to the State while balancing Contractor staffing availability and synergies. 
The Contractor must leverage the current system configurations to reduce or eliminate any down time for infrastructure related changes, patching or maintenance work. These changes must be documented in advance of execution and reviewed with the State through the established Release Management process. If there are any outages necessary, it must be agreed to and approved by the State. If it is not technically possible to eliminate an outage, the State may agree to waive SLA exceptions in order to upgrade the IOP solution, including but not limited to patching, maintenance windows that require downtime, upgrades, and solution implementations.
The Contractor is responsible for monitoring all third party software vendors and vendor services for proactive notification of all applicable patches and updates. When new IOP impacting items are released, they must be tested by the Contractor in IOP lower environments, and jointly scheduled with the State for installation during the next scheduled release. A priority update window may be required in advance of the schedule if a patch or fix is deemed to be critical or security related. 
State personnel must provide approval and the Contractor must show proof of user-acceptance testing, including system, regression, performance testing, review of results and parallel testing in preparation for go-live. The Contractor must test modified software prior to any move to production and coordinate with the State for scheduling and execution of end user testing of the service packs and patches. Acceptance testing signoff by the State is required prior to any move to a production environment.  All documentation and artifacts must be stored in Atlas.
The State does not require applying individual patches as they are released, unless there is a critical item that must be addressed in an “off-cycle” manner. The State’s required practice is to bundle up patches over the course of a specific period, often months, and then schedule those for application to the appropriate system environment per documented change control procedures. 
These updates must be applied in conjunction with the release or applicable maintenance schedule as follows: 
IOP platform updates: Identification/research is performed by the Contractor; the updates must be applied by the Contractor to each of the applicable State environments and validation testing by the Contractor must be performed. State end-user personnel are responsible for approval of all changes into Production and Stage. The Contractor must supply validation testing evidence, and in some cases performance testing, for all environments prior to and after the change has been complete.
IOP application releases: Identification/research is performed by the Contractor. The application update schedule is determined by the Contractor and State. Once approved by State, these must be applied by the Contractor to each of the applicable State environments and validation testing by the Contractor must be performed. State end-user personnel are responsible for final acceptance testing (sign-off) in each environment.
IOP upgrades: Identification/research is performed by the Contractor. The tools update schedule will be jointly determined by the State and the Contractor. Once approved by the State, these must be applied by the Contractor to each of the applicable State environments and validation testing by the Contractor must be performed. State end-user personnel are responsible for acceptance testing (sign-off) in each environment.
Third party patches/fixes: application releases and upgrades: This will depend on the specific third party application software in question. If the third party software is owned and operated by the Contractor, then the identification/research is performed by the Contractor; these must be applied in the timeframe determined by the State to each of the applicable State environments and IVT/regression tested by the Contractor. State end-user personnel may be required to perform some basic acceptance testing (sign-off) in each environment depending on the nature of the change.
Standard Contractor change control policies and practices must apply and must follow the migration/test progression from development to test to production.
4.5.3 [bookmark: _Toc31957535]Infrastructure Support
The Contractor must provide Infrastructure Support Services, in relation to the Development, QA, Authoring, Staging, and Production environments for the entire IOP landscape mentioned in section 2.5.4, including but not limited to, Identity Solutions, Digital Experience Solutions and their respective integrations/solutions, and all other integrations with the respective applications to the IOP environment.
The Contractor is responsible for the following:
· Asset Management, which includes but is not limited to: Asset tracking of hardware, software, and cloud services/appliances, logistics support, inventory capture and maintenance.

· Solution Management, which includes but is not limited to: Support for all AWS services (IaaS, PaaS, SaaS) configured within the IOP solution, file management, high availability, disaster recovery, server operations, capacity management, storage performance management, compute management, performance management, cost management, platform configurations, batch operations/scheduling, and backup/restore operations.

· Enterprise Security Management, which includes but is not limited to: Emergency response service, threat analysis, manage intrusion/detection/prevention, system security checking, security advisory and integrity, malware defense management, vulnerability management, identity management, security policy management, security compliance support, and security audits.

· Network Management, which includes but is not limited to: Regulatory/change management, network engineering, standards, LAN/WAN management, network operations and management, firewall configuration management, load balancer management, network capacity/availability management, and network security.
The Contractor must provide Infrastructure Support for all EC2 instances, including provisioning and maintenance/patching/upgrades of EC2 instances, connectivity between EC2 instances, and connectivity between these EC2 instances and the State of Ohio Computer Center (SOCC). The Contractor must also provide configuration support for all platform services and software services within the AWS environment. As a part of the platforms emerging cloud plan, EC2 instances and other AWS services will fluctuate. The Contractor must assist the State in migrating from current EC2 solutions to cloud native platforms. 
The State will control and provide access privileges to the Contractor in order to administer the instances and overall AWS landscape within the State’s AWS provided platform. This includes integration with RedLock tool for security compliance monitoring. The Contractor will NOT be responsible for passing through AWS related costs as the State has an existing enterprise contract with AWS.
The Contractor must provide reasonable resolutions, workarounds, and data fixes for infrastructure related issues to address user/helpdesk issues in coordination with the Service Desk Team. Workarounds and data fixes are applicable for all environments (Dev, QA, Staging, Authoring and Production).
The Contractor must maintain infrastructure and software level monitoring throughout the entire platform using the State’s NewRelic configuration. This includes monitoring of specific platform services, infrastructure, infrastructure services, logs, events, alerts, error messages, and overall platform availability. This includes script based monitoring to alert the appropriate team members within the platform when specific portlets, services, sites, and authentication requests are not available or slow performing. Currently, the State’s NewRelic solution is configured to ping all platform websites to ensure availability and alert parties when not available. The State has already invested in this type of monitoring system within the platform. The Contractor must maintain existing configurations and establishing new ones as the platform grows and changes.
The Contractor is responsible for all unit, system, performance and regression testing, as well as Installation Verification Tests (IVT) for IOP and system-related changes. Such changes must not be introduced into a production environment, until they have been through the complete test cycle in Dev/Test. 
Standard Contractor change control policies and practices must apply and must follow the migration/test progression from development to test to production.
The Contractor must use the internal Privileged Access Management system for configurating access to service accounts and administrator accounts throughout all service layers of the platform.


4.5.4 Environment Management
The Contractor must:
Perform environment/supported server tuning, code restructuring, and provide tools and other efforts to help improve the efficiency and reliability of environments and to help reduce ongoing maintenance requirements;
Assess, develop, and recommend opportunities to reduce (or avoid) costs associated with environment support and operations;
Provide appropriate Contractor-related data for periodic State analysis and review of resources deployed for preventive maintenance and planning preventive maintenance;
Monitor and analyze trends to identify potential issues and follow-up on recurring problems;
Maintain environments in accordance with the State strategies, principles, and standards relating to technical, data and applications architectures, projects or other supporting documents;
Install system software upgrades and enhancements for updates or revisions (i.e. 1.x, where x is the update/revision) as necessary to maintain the operability of the services and implement technology changes (e.g., Systems software upgrades or new scheduling software). Included in the scope of such adaptive development work is testing new interfaces to Applications. The Contractor must install systems software upgrades and enhancement for versions (i.e. X.1, where X is the version) as a project approved by the State;
Support the various service tiers production availability schedule as agreed with the State and authorized users or in accordance with other supporting documents;
Coordinate with designated State production staff the management of production schedules;
Update access and parameter or environment configurations contained within Contractor provided/managed environments, where applicable;
Establish a production calendar inclusive of daily and periodic maintenance activities, in Atlas;
Daily production control and scheduling reports, including the production of monthly summary reports that track the progress of the Contractor’s performance of maintenance work, must be maintained in Atlas;
Provide timely responses to State requests for information necessary to provide updates to the State business units and stakeholders;
Implement and monitor the Managed Services operations;
Monitor operations for correctness and adherence to agreed quality, performance and availability criteria;
Perform batch monitoring for scheduled and non-scheduled jobs:
· Verify batch jobs start as scheduled;
· Monitor scheduled production batch jobs; and
· Resolve batch scheduling conflicts.
Monitor scheduler related incidents and develop and recommend changes to the scheduler database;
Schedule batch jobs, as requested by the State, that require expedited execution; 
Perform job restart, as necessary, in accordance with resolution and restart procedures; 
Support production staff (both the State and Contractor) to modify, enhance or adapt IT operational processes and procedures related to the Contractor provided/managed environments; 
Perform backup processes as follows:

	Type
	Description
	Scheduled Timing (at least)

	Baseline
	Pre-production image
	Once

	Daily Incremental Files
	Data changes during the period
	Daily

	Full Data Files
	All resident data files
	Weekly (weekend)

	Applications
	All application files
	Monthly and Immediately preceding and following any updates to application software

	Pre-Production Initiations
	All initiation files during the Production introduction/implementation period
	Daily

	Operating System and Related Infrastructure software 
	All O/S configuration files and related Infrastructure software
	Monthly

	Database
	All Database
	Weekly (weekend)

	Full Back up Copy
	When a change is made to a State system a copy must be made before the change.
	As needed



Utilize AWS Cloud native tools to create, validate and maintain backups of IOP environments in accordance with the retention periods as follows:

	Description
	Retention Period

	Baseline
	Until first annual + 1 month

	Daily
	6 Days

	Weekly
	4 Weeks

	Monthly
	12 Months

	Annual
	7 Years




Communicate appropriately with the State designees, authorized users and third party vendors;
Perform ad hoc operations reporting, as agreed by the Parties;
Prioritize support functions during a crisis;
Serve as primary point of contact and lead IOP IT operations support for the Contractor provided/managed environments;
Act as a resource with respect to knowledge and information sharing regarding the supported computing environment, as required by the State authorized entities and end-users. Provide information and consulting support with respect to system performance, design appropriate test environments, and maintain system documentation;
Analyze trends and participate in the State continuous improvement process striving to enhance its operations and identify continuous improvement ideas;
Share applicable best practices that may improve the State processes and enabling technologies;
Conduct periodic knowledge exchanges between Contractor team and the State designated individuals; and
Assist with implementing the State-defined IT control requirements including updating security matrix spreadsheets and implementing supported server and systems software configurations for access control.

Contractor must maintain the authoring environment and development, quality assurance, and staging at a minimum reflective of then-current Production Environment (inclusive of infrastructure, application code, State extensions, configuration data and values, representative data/transactions and user profiles) and at a level no less current than three (3) months. Contractor must assume a quarterly total refresh. The staging environment must align with the Production environment at an infrastructure, data, software/application level.
Contractor’s responsibilities with respect to the Environment and Service provisioning services include the following:
Provide all associated setup, configuration and maintenance parameters and configuration elements per manufacturer, Contractor best practices or recommended specifications;
Validate requested configuration of all infrastructure solutions;
Populate solutions, where applicable, with required State and ancillary elements as to allow its use for the intended purpose;
Perform database and configuration value load(s) from required environment sources (e.g., production, non-production);
Validate that the environment is useable for its intended purpose; and
Maintain and confirm that all environments are in sync from a configuration and infrastructure level.
4.5.5 Web Hosting Infrastructure Support
Contractor must provide website onboarding support within the Web Content Management and Portal Solutions. A new website onboarding is defined as a website that is not currently managed by the products or systems. The Contractor must perform tasks to integrate the hosted website within the EIDM solution. This includes certificate configuration, DNS configuration, any necessary NGINIX configurations for 404 pages, maintenance pages, redirects, monitoring integrations with NewRelic, PIWIK integration, S3 integration, and robots.txt and sitemape.xml files.
All coordination and communication with external parties for the tasks listed above will be handled by the State or System Integrator.
4.5.6 Continuous Improvement Hours
Based on the State’s experience with the management and ongoing operations of the IOP environments, the Contractor must provide the capability to address minor alterations or enhancements (inclusive of analysis, design, construction, testing and implementation tasks) to infrastructure and application elements within the scope of the Managed Services that arise as a result of legal, regulatory, mandates or changes to the State’s business. Due to the sporadic nature of these requirements (e.g., minor display field changes, edits, reports, etc.), the State may require the Contractor to provide these services, as needed.
The Parties will agree to a resource plan to support discretionary services in order to maximize personnel continuity.
The Contractor must include, in their proposed annual cost for Managed Services, an annual pool of six thousand (6,000) hours to be used in conjunction with a single rate. The hours must be pro-rated for the first Contract fiscal year commencing July 1st. The Contractor and State will meet at the conclusion of each fiscal year of Contract execution to review this discretionary hour pool and make adjustments, as required. In the event that the discretionary hour pool is adjusted, the State and Contractor will work to establish an annual number of hours, and base staffing level commitment for each year of the agreement. 
The Contractor must provide a schedule of discretionary hours consumed (by activity, resource and Project) and a forecast of remaining hours and activities to the State on a monthly basis.  Any unused hours will carry forward into the following fiscal year. 

Ad-Hoc requests may be required under this discretionary hour pool. The following provides an example of ad-hoc requests:
Ad-hoc requests require no modification, configuration, or customization of the environments.
The Contractor must provide service on request.  
Routine tracking procedures must provide visibility of all ad-hoc and must be captured in Atlas. The Contractor and the State will develop a prioritization approach for ad-hoc requests based upon business impact and priority.

4.5.7 Steady-State Operations Ohio Department of Job and Family Services Support
Under the IOP platform, the Department of Job and Family Services (ODJFS) successfully completed rolling out ODJFS Identity Access Management (IDAM) program to manage the ODJFS workforce life cycle such as onboarding, off boarding, transfers (moves), role-based access, and self-service functionality such as desktop password reset; to ODJFS end users (employee, contractors, county workforce and external entities), County Technical Points of Contact (TPOC), the ODJFS account management team, and the ODJFS helpdesk. The ODJFS IDAM program consists of Role-Based Access Provisioning for program offices, access certification, digitization of access provisioning forms, single sign-on and privileged access management using the InnovateOhio Platform.

The goal of the ODJFS FY’20 IDAM support project is to continue providing a dedicated ODJFS IDAM production support model (Level 2 (L2) and Level 3 (L3) ODJFS IDAM support services) specific to ODJFS configurations, ODJFS customizations and ODJFS functionality residing on the InnovateOhio Platform to ODJFS users and customers.
The  Contractor must:
Provide ODJFS IDAM L2 and L3 support to troubleshoot and resolve technical issues for ODJFS configurations, ODJFS customizations and ODJFS functionality deployed across IOP environments;
Provide ODJFS ISIM/IGI Adaptor support and configuration for ODJFS downstream directories;
Provide support to new ODJFS functionality to be rolled out as part of IDAM Phase 4 & 5 engagements; 
Perform ODJFS County External Entity Bulk Conversion, perform ODJFS Child Domain Migration, perform ODJFS County user access bulk updates and provide IDAM support knowledge transfer sessions, specific only to JFS, to identified ODJFS personnel;
Provide dedicated ODJFS IDAM L2 and L3 support to troubleshoot and resolve technical issues related to ODJFS specific IOP configurations, ODJFS customizations and ODJFS functionality deployed across InnovateOhio Platform Development, QA, Staging and Production environments;
Assist the ODJFS Service desk team, ODJFS Account Management team, ODJFS County TPOC, ODJFS program area helpdesk teams, and the ODJFS IDAM team with ODJFS user account management related troubleshooting and operations training;  
Address production issues specific to ODJFS functionality and document final resolutions in ServiceNow. For production issues which involve both ODJFS functionality and the InnovateOhio platform, final resolution and an RCA shall be documented in the InnovateOhio Platform Atlas portal;
Monitoring ODJFS reconciliation jobs, ODJFS process requests and ODJFS Services via twice-daily health checks during support hours;
Perform incident investigation, research, and defect resolution, including a Root Cause Analysis (RCA) for ODJFS functionality in production;
Renew expiring certificates for ODJFS related Federations services;
Coordinate and troubleshoot ODJFS issues with product vendors and the InnovateOhio Platform Team as required;
Provide Ad-hoc reports, as needed, to support ODJFS Operations and Development;
Provide Role Lifecycle Management Tasks  (update/remove roles, applications, groups, etc.) as requested by the ODJFS Business Office;
Assist with creating InnovateOhio Platform service tickets for ODJFS issues related to the InnovateOhio Platform; and
Assist with assigning appropriate incident priority to the ODJFS related InnovateOhio Platform service ticket. 
· Perform migration of ODJFS defect fixes to the InnovateOhio Platform DEV,  QA, and Staging environments per the InnovateOhio Platform change control processes.
· Perform deployment of ODJFS defect fixes onto the InnovateOhio Platform production environment for ODJFS issues related to ODJFS Phase 1, Phase 2, Phase 3, Phase 4, and Phase 5 functionalities. 
· Assist the ODJFS Service desk team, ODJFS Account Management team, ODJFS County TPOC, ODJFS program area helpdesk teams, and the ODJFS IDAM team with ODJFS user account management related troubleshooting and operations training.
· The following operational support service level objective guidelines shall be followed for response to and resolution of ODJFS IDAM related production issues in the InnovateOhio Platform production environment. 
Bulk Disablement and Enablement of ODJFS access for County Users–
The Contractor must:
Perform bulk updates to temporarily disable county users ODJFS access;
Perform bulk updates to re-enable county users ODJFS access; and
Assist ODJFS Account management team and/or county TPOC’s with validation of a county user ODJFS account status. 
The Contractor must provide ODJFS operations support is as follows: 
Weekday, between the hours of 8.00 am and 5.00 pm eastern time, Monday through Friday; 
Weekend, Saturday through Sunday and national / State holiday, when requested and approved by ODJFS Leadership at least 3 weeks in advance; and
After hours (hours outside of normal weekday), including weekend and national / State holiday to troubleshoot an ODJFS Priority 1 level issue.
The State will:
Assist the Contractor in developing procedures for handling all planned and unplanned outages affecting the environment including review, approval, communication and proper documentation; 
Notify the Contractor of any planned or emergency changes to the State’s environment affecting the Contractor's provision of the Services;
Provide access to the ODJFS ServiceNow ticketing system; 
Be responsible for managing legacy eDirectory environments, group management, user account creation, service account provisioning, test account management in development/staging; and
Issue communications materials as well as development and execution of ODJFS specific IDAM training sessions.

4.6    Operate IOP Help/Service Desk
The Contractor must establish and run a Service Desk Operation for incident, problem and change management response and management between IOP stakeholders. The Contractor must use the IOP’s incident management tool as a single point of contact (SPOC) for day-to-day communications between the State key personnel/IT staff. End-users can make requests or report incidents either through the Service Desk Operation, or through the State of Ohio Customer Service Center (CSC).  They are contact points for the State users to record their platform problems and requests related to the supported services . If there is a direct solution to an incident or request, the Service Desk Operation must provide immediate resolution. Incidents or requests will initiate the appropriate chain of processes: Incident Management, Problem Management, Change Management, Release Management and Configuration Management. This chain of processes is tracked using the State’s incident system, which records the execution of each process, quality control point, and store the associated output documents for traceability. 
The Contractor’s Service Desk Operation responsibilities include:
Handling incidents and requests through full life cycle management of all service; 
Providing a SPOC for entry and exit to the service process and providing an interface for third parties essential to the service processes;
Providing ease of use and a good customer experience for the State users;
Maintaining security and assuring data integrity as required in this RFP; 
Providing timely and effective communication, which keeps the State users informed of progress and of appropriate advice on workarounds;
Confirmation of logging of incoming incidents and requests. This includes acceptance, rejection, or routing of an incident from CSC to internal InnovateOhio Platform teams or entities external to the InnovateOhio platform;
If necessary, collecting additional information if the reported incident is not sufficient. This includes but is not limited to gathering screen shots, data analysis, and contacting the reporter for additional information;
Providing root cause analysis for Priority 1 and 2 issues in a timely manner to the State Operations Team, InnovateOhio Platform Leadership, and the CSC;
Analyzing Priority 3, 4, and 5 issues and coordination and/or assignment with other members within the InnovateOhio Platform to ensure ticket resolution;
Proper documentation of labeling of each individual ticket to ensure proper information and data for analytical purposes;
Password reset tool for the CSC and basic account management functions arising from user issues where self-service is not a viable option;
Enterprise event communications and coordination during enterprise incidents, including outages and service degradations;
Performing initial triage of incidents to determine urgency and impact;
Performing analysis of systemic problems and incidents reported to the Contractor Service Desk Operation to help identify root cause to elevate and assist solution teams and prevent future related incidents;
Maintaining an up to date knowledge database to include knowledge articles, application support material, etc., and ensure knowledge transfer to maintain the services and support. This includes being responsible for providing pertinent training materials to customers using services provided by the InnovateOhio Platform;
Providing reports and data requests to customers using services provided by the InnovateOhio Platform;
Ensuring all staff within the Service Desk Operation team are adequately trained and fully staffed to provide support for the platform;
To the extent incidents cannot be resolved by a centralized State CSC, tracking, monitoring, responding to requests and incidents and resolving incidents consistent with the established Service Levels established within this document, requests to break/fix support resources for additional assistance;
Providing documentation for the Contractor’s development of or modifications to the Service Desk Operation to help minimize transfers to specialized support;
Providing the State with an updated list of Contractor-provided personnel or “on call” personnel who are responsible for Priority 1 and 2 IOP Support, including contact phone numbers; and
Working to correct environment defects or problems that require environment code or operational modifications.

The State’s Level One help desk (CSC) comprises of staff within OIT, which is supported by the Contractor provided/managed password reset tool, and their IT service management tool.  They act as the first point of contact and resolution for all service impacting issues. In the event that CSC cannot for any reason address or otherwise resolve an issue with the system, a ticket will be routed to the Contractor Service Desk Operation via the IT service management system. The relevant SLAs for processing of help desk incidents will commence upon the entry of the incident in the State provided Atlas system, and conclude at either the resolution of the issue or routed back to CSC for re-routing, or to the State infrastructure team (for infrastructure issues) for resolution.
Customers who are currently onboarded to the platform via the portal services or identity services may contact the Service Desk Operation directly. The Contract must accept and work these tickets as normal.
The State and Contractor will review the ticket load presented to and resolved by the Contractor to mutually refine and develop desk staffing model. This review will include actual ticket volumes following an agreed upon stabilization period, commencing no less than 90 days following the completion of the migration of services to the Contractor’s Service Desk Operation. The State and Contractor agree to meet to review the actual ticket volume. In the event that ticket volumes are materially different (i.e., more than 10% higher or lower in aggregate over the period than anticipated) the Contractor agrees to provide additional resources or reduce resources, or change the mix of resource skillsets to meet any revised ticket level and will provide pricing associated with these resources utilizing the prevailing rate card in effect at the time the difference is detected and agreed to by the State. It is recognized that the Contractor’s Service Desk staffing is driven both by the ticket volumes as well as the skill set mix required to process the varying types of tickets that could be processed.
Thereafter, on an annual basis, commencing with the first anniversary of the agreement, the State and Contractor will meet to review historical averages, methods to reduce service desk ticket volumes through continuous improvement, technology and or efficiency advancements, training or otherwise. Based on the anticipated needs and in consideration of the aggregate ticket volume in the preceding six (6) months exceeding a 10% threshold (either up or down) the State and the Contractor will establish the appropriate staffing level for the next year of service through an Amendment to this Contract. In any event, if ticket volumes fall within the 10% range in aggregate, no changes to the staffing level will be in effect, although changes to staff skill mix max be requested. In no case will the State waive Service Level commitments as a result of failing to meet established Service Levels as defined in this RFP due to changes in ticket volume. Ticket volume changes and skill set mix based on the complexity of presented tickets from the State to the Contractor will be the determinants of increases and decreases to the Contractor’s staffing model for Service Desk Operation functions. 
The State will:
Be responsible for all end-user training (hardware and software), excluding instances of knowledge transfer arising for platform changes or new implementations; 
For Contractor provided/managed State-retained systems, provide systems status information to the Contractor Service Desk Operation and updates as they occur;
Assist the Contractor in establishing call prioritization guidelines and escalation procedures; 
Communicate support responsibilities and procedures to the State SPOC and third party service providers (for example, providing call status and resolution to the Contractor Service Desk) and ensure adherence to such procedures; 
Assist the Contractor, as requested and in a time frame commensurate with the assigned problem Priority Code and associated Service Level commitment, in the resolution of recurring problems which are the result of end-user error; 
Be responsible for all the State third party support costs (for example, help lines or additional application functional or technical support); and
Be responsible for the resolution or closure of all calls related to products and services that are not within the Services under this RFP. 
4.6.1 Incident / Problem / Change (IPC, ITIL) Management
Under the ITIL service delivery model required by this RFP and as appropriate to driving a high-quality service, the Contractor must:
Provide a single point of IT contact for technical support needs; 
Track and manage incidents by employing and implementing procedures for proactive monitoring, logging, tracking, escalation, review, and reporting (historical and predictive) of incidents in Atlas;
With the State, implement a process that establishes, to the extent reasonably possible, end-to-end responsibility and ownership of incidents in a manner that helps reduce redundant contacts and helps eliminate the need for the Users to describe the incident multiple times to different Contractor personnel;
Categorize and document the relative importance of each incident according to the severity levels as agreed to by the Parties;
Monitor and manage each incident, including incidents associated with changes, and report on the status of resolution efforts until it is corrected or resolved, and the requester confirms such resolution;
Ensure that all IOP tickets handled by the Contractor have sufficient detail as to understand the incident/problem or change requested, have timing to allow reporting as to start, stop and duration, include details as to the root cause and resolution to the problem and be structured in the Atlas software to serve as the basis of applicable SLA reporting and service improvement statistical analysis.
The State will provide prioritization of outstanding work logs.
4.6.2  Contractor Additional Services
The Contractor must:
To the extent an incident is due to errors or defects within an Contractor provided/managed environment, supported server or Contractor provided/managed software element licensed by a third party to the State, excluding services the Contractor is obligated to maintain, the Contractor must assist the State by referring such incident to the appropriate third party entity for resolution and coordinating with the third party contractor to help minimize the State’s role in problem management.
Perform trend analyses at the State’s request, and no less frequently on a quarterly basis when not otherwise requested, on the volume and nature of incidents in order to identify possible areas for improvement. 
Implement measures to help avoid unnecessary recurrence of incidents, by performing root cause analysis and event correlation.
4.6.3 [bookmark: _Toc31957536]Problem Management Services
Problem Management identifies and resolves the root causes of service disruptions. It includes:
Root Cause Analysis and identification;
Submission of Request for Change;
Prioritizing resources required for resolution based on business need; and
Updating the knowledge base.
Proactive service support
Communications regarding root cause upon identification
Temporary workaround (short term) until permanent resolution. 

4.6.4 Service Desk Tools
The Contractor is to ensure that they follow an IT Infrastructure Library (ITIL) model and utilize the State’s existing service desk software and its configurations, Atlassian Jira Service Desk.
4.7      Contractor Application Technical Support
In order to support the Identity platform, the Contractor must have experience with the following technologies including, but not limited to, ISAM, ISIM, TDI, IGI, ISIQ, Secret Server, Amazon Web Services (AWS), IBM Db2, Linux. 
The Contractor must perform IOP Application Level Incidents:
Triage and resolutions of problems / incidents related to applications and software within Identity and User Experience Applications in which the Service Desk Operation or infrastructure teams are unable to resolve. This includes data extraction specifically related to the software.

IOP Application Technical Support including:
Maintaining IOP applications at the software layer, including configuration changes and management of all Identity specific software including within the Identity Enterprise Management Solution (EIDM);
Testing infrastructure level patching related to upgrades/changes/maintenance within EIDM Applications to ensure system stability;
Consulting on infrastructure related settings and configurations related to Software within EIDM Applications;
Maintaining IOP application performance, availability and stability of the production applications with the hardware resources;
Understanding the issues related to Contractor provided/managed IOP and ancillary applications requiring analysis of the technical components of the system, including the application, database, system software and hardware; and
Conducting post-mortem reviews for corrections to technical issues with Contractor provided/managed IOP and ancillary applications.

IOP Application Administration Support including:
Monitoring applications, applying software level changes, and administering the system logs;
Performing various technical activities such as code/object migrations, assistance in patch implementations, log administration, various data copies and exports, and general assistance in issue resolution such that migrations into production must be executed at agreed periodic intervals and other production changes must be scheduled during the maintenance window;
Supporting multiple release levels of applications, as requested by the State and.
Adjusting permission changes through access requests provided by the Contractor Service Desk Operation.

IOP Application Preventive Maintenance including:
Performing application tuning, code restructuring, providing tools and other efforts to help improve the efficiency and reliability of applications and helping to reduce ongoing maintenance requirements;
Assessing, developing, and recommending opportunities to reduce (or avoid) costs associated with application support and operations;
Making use of best practices and tools to enhance code reusability;
Providing appropriate Contractor-related data for periodic State analysis and review of resources deployed for preventive maintenance and planning preventive maintenance;
Monitoring and analyzing trends to identify potential issues and following-up on recurring problems;
Maintaining applications in accordance with the State’s strategies, principles, and standards relating to technical, data and applications architectures as communicated to the Contractor;
Contributing to the ongoing development of the State’s strategies, principles, and standards relating to technical, data and applications architectures through, at a minimum, advising the State of developments in technology which may be applicable to the State business requirements;
Analyzing and recommending to the State methods to improve performance of applications software. Such analysis and recommendations must include recommending solutions regarding storage management; and
Performing: (I) adaptations to IOP applications software as necessary to maintain the operability and full functionality of such software element or module following new releases, enhancements and upgrades (of systems software or applications software), and (II) other work to implement technology changes (e.g., System software upgrades or new scheduling software). Testing new interfaces to applications when adaptive development work is performed.

Data Feeds Maintenance including:

Validation and testing of existing data feeds to the EIDM solution during patching, upgrades, or configuration changes on an as-need basis;
Validation and testing of existing data feeds from the EIDM solution to other State services during patching, upgrades, or configuration changes on an as-need basis;
Minor changes and maintenance of all data feeds to accommodate enterprise level changes and adjustments to State requirements; and
Development of additional data feed for State services, if needed. 
4.8 [bookmark: _Toc31957537]     Dev Ops and Project Management Support Services
The Contractor must establish leaders and project managers to oversee deployments of code throughout the enterprise. All operations need to be automated and with self-service. Additionally, the Contractor must manage, coordinate, and review all work performed within the IOP platform, including code, infrastructure, application support, service desk, and System Development Life Cycle  operations. Specific points of contacts must be made clear to the State teams in order to facilitate communications, requests, priorities, and escalations. 
The Contractor must manage the overall delivery of the services to the extent defined by the State.  The Contractor’s general responsibilities with respect to Project Program Management include the following tasks, activities and responsibilities listed in this section, whether the Program/Project is completed by the Contractor (under an Amendment), the State (independently or as a joint effort with the Contractor) or the State utilizing a third party Systems Integration or Development firm.

4.8.1 General
The Contractor must identify how they will continue supporting development operations, including the methodologies used, within the entire platform. The Contractor must perform continued support of development operations for the infrastructure, Service Desk Operation, System Development Life Cycle, work application/software support, and all other development or task-oriented operations within the platform. The goal is to maintain and enhance the existing development operations and coordination system to ensure transparency, visibility, coordination, efficiently, and accountability for the platform. The Contractor must use products from the Atlassian Suite to conduct development operations.
The offeror is responsible for documenting in detail their overall development operations strategies and methodologies, including the amount of personnel and their respective qualifications. 

4.8.2 Support of State Projects
The Contractor must perform System Development Life Cycle activities in accordance with the design, development and implementation to production of the project from inception to conclusion. The State acknowledges that the actual timing, size, requirements and sequencing of these projects may be sporadic and inconsistent from a timing and sizing perspective and agrees to give the Contractor sufficient lead time to perform these functions within the Steady State staffing level. The Contractor agrees to establish these project support requirements for all elements within Supplement 1 and to coordinate with the State’s infrastructure team for those elements required to support a State project that are infrastructure-related. (e.g., network, hardware, storage/database allocation etc.). 
As part of these responsibilities the Contractor must, at a minimum:
Identify State infrastructure elements and timing required of the State infrastructure team should there be infrastructure related enhancements or deployments required to support the team;
Implement the project support requirements for all elements within Supplement 1 and work with the State infrastructure team to complete any shared or mutually dependent responsibilities of activities;
Support State environments, in accordance with the requirements of Supplement 1; and
Remove the project environment from State infrastructure and ongoing Contractor support and notify the State infrastructure team to perform a similar removal. 
The Contractor must perform these functions within the contracted staffing level and costs at no additional charge to the State. Given the sporadic nature of these requirements, the State and Contractor agree to schedule the implementation of these environments at a mutually agreeable time, in advance of the needs of the State and in consideration of then current Contractor workload. The Contractor will make temporary adjustments to these workloads or environment implementation timing as appropriate to satisfy the State’s requirement within the Contractor’s staff availability/utilization profile at the time of the request.
4.8.3  Program/Project Management Responsibilities: Production Migrations
The Contractor must:
Deliver and implement projects to the production environment in a manner that is designed to help minimize disruption to the State business environment;
Follow a controlled release methodology that includes version/code control, testing (functional, integration and performance) procedures inclusive of obtaining State approval(s), as mutually agreed;
Balance Project implementation release scope, quality, effort, schedule, budget, and resource risks or conflicts jointly with the State;
Develop and report business and technical risk and impact analyses in advance of any production implementation;
Conduct post production delivery analysis, documenting preferred experiences, and compiling recommendations for purposes of continuous service improvements;
Prepare a plan upon receipt of an approved deployment requested by the State, to include the following:
· A Project Plan that clearly identifies roles, responsibilities, project team member assignments, a critical path and key milestones, activities Deliverables and work products. 
· Delivery cost and resource estimates for each phase of the Project.
· Cost estimates for the ongoing maintenance resource and infrastructure requirements and costs for the solution(s) post-implementation.
Support general project management principles by: 
· Using the State-approved project management tools. 
· Recommending, maintaining and updating Contractor’s work activities and projects in Atlas.
· Maintaining and updating project schedules in Atlas.
· Monitoring, reporting, and analyzing actual results versus forecasted results including budget, hours, milestone achievement, estimates, key dependencies, key quality or acceptance gates and any other items the Contractor deems necessary to deliver the Project. 
· Holding weekly status update meetings.
· Maintaining and updating Atlas to provide the State an immediate view of project status. 
Establish, review and enhance procedures by which the State may request enhancements, customizations, interfaces, modifications or other changes to each development Project.
4.9 [bookmark: _Toc31957538]  User Experience Application Technical Support
In order support the Digital Experience platform, the Contractor must have experience with the following technologies including, but not limited to, IBM Web Content Manager (WCM), IBM WebSphere Portal, Amazon Web Services (AWS), IBM Db2, and Linux. 
The Contractor must perform:
IOP User Experience Discretionary Support
Due to the sporadic nature of many requests within the User Experience environment (e.g., minor display field changes, edits, reports, etc.), the State may require the Contractor to provide these services, as needed. Products identified in this document which have digital experience elements (I.e. myOhio Platform, Portal Builder, and the Digital Toolkit) will require changes, modifications, and enhancements based on, but not limited to, changes in the direction of design, disability requirements, changes in technology, new production adoption, self-service enhancements, and overall enhancements to the user experience model. In addition, the State requires that all changes, modifications, and enhancements be in line with the program’s content first methodology and utilize approved components within the program’s Digital Toolkit.
The Contractor must provide a resource plan to support discretionary services in order to maximize personnel continuity. 

There will be an annual pool of eight thousand (8,000) discretionary hours to be used in conjunction with a single rate. The Contractor must provide the State with a written estimate on the requested work and obtain State approval before work is performed. The Contractor must provide a schedule of discretionary hours consumed (by activity, resource and project) and a forecast of remaining hours and activities to the State on a monthly basis. 
IOP Web Hosting Support including:
Website onboarding support within the Web Content Management and Portal Solutions. A new website onboarding is defined as a website that is not currently managed by the products or systems.
Coordination and management of all website onboardings to that platform, including coordinating infrastructure related tasks with the IOP Operations team. The Contractor must handle non-infrastructure related tasks for onboarding new websites. This includes, but is not limited to, content syndication management, PIWIK configuration, search collections, portal cache settings, creating and providing maintenance pages, 404 pages, and robots.txt/sitemap.xml files. As the platform expands and utilizes new emerging technologies, non-infrastructure related tasks may be modified.
All coordination and communication with external parties for the tasks listed above must be handled by the Contractor.

IOP User Experience Application Level Incidents including:
Triage and resolution of problems / incidents related to applications and software within UX Applications in which the Service Desk or Infrastructure team are unable to resolve. 
The Contractor must fulfill minor User Experience requests. This includes, but not limited to, data extraction specifically related to the software, updates to existing content, changes to global components.

IOP User Experience Application Technical Support including:
Maintaining IOP applications at the software layer, including configuration changes and management of all Identity specific software including within IOP’s User Experience products.
Testing infrastructure level patching related to upgrades/changes/maintenance within IOP’s User Experience products to ensure system stability.
Consulting on Infrastructure related settings and configurations related to software within IOP’s User Experience products.
Understanding the issues related to Contractor provided/managed IOP and ancillary applications requiring analysis of the technical components of the system, including the application, database, system software and hardware.
Conducting post-mortem reviews for corrections to technical issues with Contractor provided/managed IOP and ancillary applications.

IOP User Experience Application Administration Support including:
Performing various technical activities such as code/object migrations, assistance in patch implementations, log administration, various data copies and exports, and general assistance in issue resolution such that migrations into production must be executed at agreed periodic intervals and other production changes must be scheduled during the maintenance window.
Supporting multiple release levels of applications, as requested by the State.
Adjusting permission changes through access requests provided by the IOP Service Desk.
Configuring site areas and creating new sites, as needed.
Managing shared, global, and individual components with the goal of reducing overall overhead on the environment.

IOP User Experience Application Preventive Maintenance including:
Performing application tuning, code restructuring, providing tools and other efforts to help improve the efficiency and reliability of applications and to help reduce ongoing maintenance requirements.
Assessing, developing, and recommending opportunities to reduce (or avoid) costs associated with application support and operations.
Making use of best practices and tools to enhance code reusability.
Providing appropriate Contractor-related data for periodic State analysis and review of resources deployed for preventive maintenance and planning preventive maintenance.
Monitoring and analyzing trends to identify potential issues and following-up on recurring problems.
Maintaining applications in accordance with the State’s strategies, principles, and standards relating to technical, data and application architectures as communicated to the Contractor.
Contributing to the ongoing development of the State’s strategies, principles, and standards relating to technical, data and application architectures through, at a minimum, advising the State of developments in technology which may be applicable to the State business requirements.
Analyzing and recommending methods to improve performance of applications software. Such analysis and recommendations must include recommending solutions regarding storage management. 
As the platform evolves, the Contractor must adapt to changes in IOP applications software as necessary to maintain the operability and full functionality of such software element or module following new releases, enhancements and upgrades (of systems software or applications software). This includes testing new interfaces to applications when adaptive development work is performed.
4.10 [bookmark: _Toc31957539]Data Masking and Information Privacy in Non-Production Environments
The Data Masking and Information Privacy system must be executed in accordance with the mutually agreed upon job schedule and run parameters as developed and as required under the Service Level requirements contained herein. 
4.11 Quality Assurance Services
The Contractor must:
Develop and document quality assurance processes and procedures for the delivery of services to the State.
Confirm compliance with agreed-upon quality assurance procedures.
Conduct quality and progress reviews with appropriate State personnel.
Systematically document and incorporate preferred experiences from related projects and activities into future work.
Review project performance and outcomes relative to documented business and financial goals/expectations as requested by the State based on mutually agreed business case, project rationale, goals and objectives and other relevant measures of success based on the State goals. 
4.12 Capacity Planning and Monitoring
The Contractor must:
Review the State growth plans during quarterly service review meetings, and if requested due to an unforeseen requirement, participate in unplanned reviews coincident with these new requirements and infrastructure needs to correctly plan for capacity – periodic capacity increases as well as burst requirements. 
Monitor system use/capacity, forecast capacity and review with the State Infrastructure Management on a quarterly basis.
Review supported performance, capacity and throughput for new applications before promotion into the production environment to resolve any overcapacity situations.

The State will: 
Project future supported Cloud based trends and capacity requirements in conjunction with receipt of Contractor provided/managed capacity usage reports, and in consultation with the Contractor, for new projects and provide such information to the Contractor as it pertains to the services.
Approve additional capacity for any supported server resource that has reached critical usage levels and is impacting Contractor's ability to provide the services, at the State’s expense. The Contractor will not be found liable or in breach of any obligations under the Contract related to any Service Level failure as a result of not relieving critical usage levels. 
4.13 Continuous Improvement: Managed Service
Contractor’s responsibilities with respect to continuous improvements will include the following:
Submit improvement ideas and agree on an annual supported scope and environment consolidation and optimization target to more optimally leverage State provided infrastructure, services, personnel for initially transferred services (rebalancing, replacement, planned obsolescence, virtualization, re-hosting, decommissioning).
Streamlining or eliminating sub-optimal processes (technical, performance, organizational and work-effort) that surround IOP, whether in the Contractor’s responsibility or those provided by the State for Contractor use or those that impact the quality of IOP.
Review of Service Level performance and discussion of increasing service delivery quality to IOP users through improvement of existing SLAs or replacement with more meaningful SLAs (for those SLAs where the Contractor is performing to State specification).
Setting of annual and quarterly aggregate processing capability increases as a project.
4.14 [bookmark: _Toc31957540]System and Performance Testing
As part of any scheduled release whether major or minor, functional, technical, interface, integration or other change, the Contractor must perform system and performance testing. This service must include:
Comparisons of system element functionality to mutually agreed upon testing expected results.
Demonstrating via reports, data or system use, compliance with mutually agreed upon expected results.
Providing evidence of successful test completion in the State’s Atlas tool, prior to the State performing any Acceptance Testing.
Comparisons of performance results against those results obtained during any system development lifecycle pre-production tests.
Comparisons of performance results to the then current performance baselines to ensure that operational and technical performance characteristics adhere to mutually agreeable norms.
Contractor acceptance documents that demonstrate that the Contractor is in acceptance of any system change to the supported system(s).
4.15 [bookmark: _Toc31957541]Production/Version Control and Release Management
The Contractor must work with the State and executing the production deployment and roll-out of any Release Package to the IOP Environment.
Production deployment includes software deployment to the end user desktop equipment or file server elements (if applicable), identification of interfaces and any required conversions/migrations, installation and testing of any required middleware products, installation of server software, and any required testing to achieve the proper roll-out of the Release Package software.
Contractor must comply with the State required implementation and deployment procedures.  This may include, network laboratory testing, migration procedures, the use of any pre-production or pseudo-production environment prior to production migration.  Contractor must perform end user support required during the initial weeks of a production deployment as determined by, and mutually agreed with the State and maintain the capability to provide enhanced levels of support during the term of the Contract.  Contractor must submit to the State, for the State’s approval, a written deployment plan describing Contractor’s plan to manage each such implementation, including working with the other State contractors, if applicable.  
The Contractor must perform the following tasks in the Release Management Process:
Review and update procedures and automated software versioning mechanism(s) to ensure that the entire contents of a release, following State acceptance or authorization to implement to a production environment, are complete and maintain all elements that comprise the defined release package and the then current production version of the software prior to deployment of the release package to same;
Develop, prepare and test emergency back out or roll back procedures to return the production system to its pre-deployment state as it pertains to correcting an errant, erroneous or defective deployment of a Release Package to the production environment inclusive of all code, data, middleware, infrastructure, tables and parameters;
If, in the mutual opinion of the State and Contractor, the deployment of a release package to the production environment is errant, erroneous or otherwise defective, implement back-out or rollback procedures in their entirety upon the written authorization or direction of the State; 
Execute required data conversions or migrations including, but not limited to, baseline IOP configuration tables and parameters, and ancillary supporting data as required by the system to function successfully in the production environment;
Establish data to be used with the new solution by producing new data and reconciling and mapping different data and database representations;
If required, convert electronic data into a format to be used by the new solution using a data conversion program;
Perform required data matching activities and error reporting;
Document data issues and provide to the State for resolution;
Coordinate and confirm the State approval of data conversion results;
Compile and maintain solution issue lists;
Conduct post production deployment quality and progress reviews with appropriate State personnel;
Update and maintain State accessible knowledge base of documentation gathered throughout the release package’s life in Atlas, and allow for re-use of such documentation for future projects;
During the first 90 days of production use, conduct a post-implementation review process upon the completion of a release which must include an analysis of how the business system(s) resulting from the project compare to the post-deployment performance requirements established for such project; and
Establish a performance baseline for the impacted IOP platform, and where appropriate document requirements for future enhancement of the business systems implemented as part of a future project or authorized work.
4.16 [bookmark: _Toc31957542]Service Reporting
The Contractor must:
Provide the State with summary reports, on a monthly basis, to track the progress of the Contractor’s performance on operations and maintenance work and provide access to daily operational reports or artifacts to confirm progress against agreed-upon operational and maintenance requirements and schedules as set forth in the Run Book or other supporting documents. All reports must be compiled within the State’s Atlassian Suite. 
Provide timely responses to State requests for information and reports necessary to provide updates to the State business units and end-user constituencies. 
For production or customer impacting incidents that result in a down system, or the unavailability of a production component, or a serious delay to the processing schedule, the Contractor must report progress based on the Service Level Agreement(s) in question until the issue is corrected or the State agrees that the issue causing the situation has been corrected. In all cases, the minimum reporting standard will be dictated by the Service Level Agreement for the impacted services. 
4.17 [bookmark: _Toc31957543]Program Management & Master Release Calendar
The Contractor must maintain a real-time  Master Release Calendar within the State’s Atlassian Suite that includes a schedule (with dates) of:
Major Scheduled Releases, Upgrades, Updates and Enhancements.
Implementation of Minor Enhancements.
Scheduled Maintenance Windows and Planned Outages.
Infrastructure Related Upgrades, Updates, Patches and Enhancements.
Major and Minor Project Key Dates. 
Major External Events that may have an impact on IOP and deployment activities
Other pertinent dates that require end-user notification or coordination.

4.18 [bookmark: _Toc31957544]Disaster Recovery Plan and Implementation
The Contractor must have a Disaster Recovery Plan for IOP. The Disaster Recovery Plan must document the sequence of events to follow in the circumstance that an internal or external interruption impacts services provided to the IOP user community that may arise as a result of failure of one of more elements that comprise the IOP infrastructure, hardware, software, interfaces, networks, State data center facility, power and the like.
The Disaster Recovery Plan must be developed in consultation with the State and in adherence to the State IT policies provided herein. 
The activities of the Disaster Recovery Plan are intended to reduce or minimize downtime of critical equipment, interruption of employee work schedules, and financial exposures for the State and Contractor.
The Disaster Recovery Plan documents a sequence of communication events to follow during an internal or external infrastructure failure or natural disaster (act of nature).
In order to minimize downtime, once notification is received from an external utility that disruption is imminent, the Disaster Recovery Plan must be activated.
The Contractor must participate in DR plans with the State’s PeopleSoft ERP system. 
4.18.1 Annual Disaster Recovery Rehearsal and Testing
The Contractor must establish joint test objectives with the State to verify that IOP will be available within the agreed upon timeframes contained in the mutually agreed disaster and business continuity plan.
The Contractor must schedule, rehearse and test components of the disaster recovery and business continuity plans relating to the Contractor provided/managed applications at least annually in cooperation with the State, its designees, any testing and recovery providers and relevant State third party Contractors no less frequently than annually.
All disaster recovery services must be designed and implemented to allow for the State and Contractor to continue to operate and manage the services during periodic disaster recovery tests. 
The Contractor must notify the State as soon as practicable upon becoming aware of a disaster affecting the services.
The Contractor must coordinate with the State to support the mutually agreed disaster recovery and business continuity plan. In such regard, Contractor must: 
Perform necessary migrations of the software code and data as required to reinstate the Contractor provided/managed applications so that they are functional at a backup location provided by the Contractor in accordance with the procedures set forth in the engagement practices and relevant work;
Coordinate with the State to support the reinstatement of the Contractor provided/managed applications at such backup location; and
Maintain provision of the services for unaffected areas.
Following any disaster, in consultation with the State, the Contractor must reinstall any Contractor provided/managed applications affected by such disaster in accordance with the process for such re-installation set forth in the mutually agreed disaster recovery plan and business continuity plan.
Following any disaster or test, conduct a post-disaster meeting with the State for the purpose of developing plans to mitigate the adverse impact of future occurrences.
To the extent applicable to the Contractor provided/managed applications, maintain compliance with the disaster recovery policies, standards, and procedures contained in the mutually agreed disaster recovery and business continuity plan.
Provide an annual test, documented results, remediation and feedback procedures contained in the mutually agreed disaster recovery and business continuity plan and allow for State participation and review of the testing process.
4.19 [bookmark: _Toc31957545]Maintaining Solution and Operations Documentation 
Contractor must: 
Document the solutions developed or modified by the Contractor in accordance with established methods, processes, and procedures such that, at a minimum the State or a competent third party service provider can subsequently provide the same scope of services following the period of Contract termination.
Develop and maintain, as agreed appropriate, the documentation on Contractor provided/managed environments. Where it is determined that documentation is inaccurate (for example, due to demonstrated errors or obsolescence), and such inaccuracy may negatively affect the services, Contractor must correct such documentation as part of normal day-to-day operational support. 
Update end user and operational reference materials.
Maintain all documentation on the State’s  Atlas tool and ensure that all documentation is current following any change to the IOP or services as it relates to documentation and conduct an annual audit for State review of all documentation to ensure ongoing compliance with these requirements. 
4.20 [bookmark: _Toc31957546]Mandatory Full Lifecycle Systems Development Life Cycle Deliverables and    Process
Contractor must provide a disciplined Systems Development Life Cycle methodology for use on application development and maintenance projects and must adhere to such methodology during the performance of development projects. Contractor must adapt this methodology as required to meet the State’s needs. Contractor must provide the State with a comprehensive description of the methodology, the formal training available if required, the development tools and templates used with the methodology, the project management tools to be used with the methodology, and the plan for implementing the methodology within the State environment.
The Contractor must follow the established change approval methodology followed by the State.
Small Changes – changes that are either within the budgeted discretionary hour pool or are less than 250 hours of Contractor effort to plan, manage, design, build, test/validate and move to the production environment. Approval: State Service Owner
Medium Changes – changes that are less than 1,000 hours of Contractor effort to plan, manage, design, build, test/validate and move to production or beyond the available budgeted discretionary hour pool: Approval: State Business Owner 
Large Changes – any project or single change greater than 1,000 hours or otherwise not addressed in prior categories. Approval: IOP Leadership
The State maintains a project management and systems development methodology that is used at varying levels for complex, transformational information technology projects. This methodology is designed to provide a substantive and objective framework for the reporting and review of projects to impacted stakeholders and, should the need arise identify the need for corrective action for one or many of the participants in a project (e.g., State, Contractor, Customer, Stakeholder). 
The State acknowledges that various contractors that do business with the State may maintain unique or proprietary project management methodologies but seeks to ensure that projects are delivered to the State as contracted. Therefore, the Contractor will be required to use the State’s project management reporting standard, Atlas, which has been created to serve the State’s project management and oversight needs while not adversely impacting or influencing Contractor-provided delivery methodologies.
The Contractor must provide a project plan and execute the project as approved by the State.  For purposes of a small project plan, specific phase and gate dates, effort and costs are a sufficient minimum. 
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[bookmark: _Toc31957547]Service Level Agreements and Contractor Fee Credits
5.1 [bookmark: _Toc31957548]      Service Level Framework
This section sets forth the functional and technical specifications for the Service Level Agreements (SLA) and Service Level Objectives (SLO). This section contains the tables and descriptions that provide the State framework and expectations relating to service level commitments, and the implications of meeting versus failing to meet the requirements and objectives, as applicable. This document defines the State detailed performance, management, and reporting requirements for all Contractor services under this RFP.
Both the State and Contractor recognize and agree that new categories of Service Levels and Performance Specifications may be added during the term of the Contract as business, organizational objectives and technological changes permit and require.
The method set out herein must be implemented to manage Contractor’s performance against each Service Level, in order to monitor the overall performance of Contractor.
Contractor must comply with the following performance management and reporting mechanisms for all services within the scope of this RFP, upon successful transition from the incumbent contractor: 
Service Level Specific Performance – Specific Service Level Agreements to measure the performance of specific services or service elements. The individual Service Level Agreements are linked to Performance Credits to incent Contractor performance
Overall Contract Performance – An overall performance score of Contractor across all Service Levels (i.e., SLA and SLO). The overall performance score is linked to governance and escalation processes as needed to initiate corrective actions and remedial processes
[bookmark: _Toc31957549]5.2 	Service Level Specific Performance Credits
Each Service Level (SL) will be measured using a “Green-Yellow-Red” (GYR) traffic light mechanism (the “Individual SL GYR State”), with “Green” representing the highest level of performance and “Red” representing the lowest level of performance. 
A financial credit will be due to the State (a “Performance Credit”) in the event a specific Individual SLA GYR State falls in the “Yellow “or “Red” State. The amount of the Performance Credit for each SLA will be based on the Individual SLA GYR State. Further, the amounts of the Performance Credits will, in certain cases, increase where they are imposed in consecutive months.
The State believes, based on operating several very large-scale systems under managed services agreements with a variety of leading industry vendors, that these SLAs are aligned with the market, achievable under reasonable Contractor scope and effort considerations, and are specific, measurable and actionable for both the State and Contractor to measure performance and seek corrective actions. The State has chosen these levels to be realistic and does not have the view that “generally green” future performance for a period of time does not excuse Contractor deficiencies that result in a red or yellow condition that impacts under a past operating condition State operations or service quality. Therefore, No Contractor recovery or “earn-backs” are permitted under this agreement.
Set forth below is a table summarizing the monthly Performance Credits for each SLA. All amounts set forth below that are contained in a row pertaining to the “Yellow” or “Red” GYR State, represent Performance Credit amounts. Except as explicitly stated in the Consecutive Months Credit table below, where a larger percentage may be at risk, Contractor agrees that in each month of the Agreement, up to 12% of the monthly recurring charges (MRC) associated with the Managed Services portion of this RFP (“Fees at Risk”). The Fees at Risk will pertain to failure to meet the Service Levels set forth in the Agreement. 
The Contractor will not be required to provide Performance Credits for multiple Performance Specifications for the same event or incident, with the highest Performance Credit available to the State for that particular event to be applicable. For the avoidance of doubt, a single incident or event that may impact multiple SLA categories will only be calculated on a single SLA category that is most applicable to the incident or event and not multiple categories.
On a quarterly basis, there will be a “true-up” at which time the total amount of the Performance Credits will be calculated (the “Net Amount”), and such Net Amount will be set off against any fees owed by the State to Contractor on the next scheduled or presented Contractor invoice to the State. 
Moreover, in the event of consecutive failures to meet the Service Levels, the Contractor must credit the State the maximum Credit under the terms of this document. 
Contractor will not be liable for any Service Level deficiency caused by circumstances beyond its control, and that could not be avoided or mitigated through the exercise of prudence and ordinary care, provided that Contractor takes all steps to minimize the effect of such circumstances and to resume its performance of the services in accordance with the SLAs as soon as possible.
The State requires the Contractor to promptly address and resolve service impacting issues and to not have the same problem, or a similar problem reoccur in a subsequent month, therefore credit amounts will escalate based on the following table:
	Consecutive Months Credit Table (SLA Performance Credits)

	Individual SL
GYR State
	1st 
Month
	2nd 
Month
	3rd
Month
	4th 
Month
	5th 
Month
	6th 
Month
	7th 
Month
	8th 
Month
	9th 
Month
	10th 
Month
	11th 
Month
	12th 
Month

	Red
	A = 4% of MRC
	A + 50% of A
	A + 100% of A
	A + 150% of A
	A + 200% of A
	A + 250% of A
	A + 300% of A
	A + 350% of A
	A + 400% of A
	A + 450% of A
	A + 500% of A
	A + 550% of A

	Yellow
	B = 1% of MRC
	B + 50% of B
	B + 100% of B
	B + 150% of B
	B + 200% of B
	B + 250% of B
	B + 300% of B
	B + 350% of B
	B + 400% of B
	B + 450% of B
	B +  500% of B
	B + 550% of B

	Green
	None
	None
	None
	None
	None
	None
	None
	None
	None
	None
	None
	None



For example, if an Individual SL GYR State is Yellow in the first Measurement Period, Red in the second Measurement Period and back to Yellow in the third Measurement Period for an SLA then the Performance Credit due to the State  will be the sum of Yellow Month 1 (B) for the first Measurement Period, Red Month 2 (A + 50% of A) for the second Measurement period, and Yellow Month 3 (B + 100% of B) for the third Measurement period, provided (1) such Performance Credit does not exceed 12% of the aggregate Monthly Recurring Charge (the At-Risk Amount).
Service Level Credit payable to the State = (B) + (A + 50% A) + (B + 100% B), based on an illustrative Monthly Recurring Charge of $1,000,000; 
	SLA Calculation EXAMPLE

	Monthly Recurring Charge (MRC) = 			$1,000,000.00

	Monthly At Risk Maximum Amount = 12% of MRC = 	$120,000.00

	Number of SLAs in Effect				8 (of 8)

	GYR State
	1st Month
	2nd Month
	3rd Month

	Red 
	0
	$ -
	1
	$ $40,000.00
	1
	$60,000.00

	Yellow
	1
	$ 10,000.00
	0
	$ -
	1
	$ 10,000.00

	Green
	7
	$ -
	7
	$ -
	6
	$ -

	Totals
	8
	$ 10,000.00
	8
	$ 40,000.00
	8
	$ 70,000.00

	Example Explanation
	One SLA performing in Yellow State, 1% of MRC calculated
	One SLA (different than month 1) performing in a RED State
	Same SLA as Month 2 continues to perform in red State
Another (different) in a yellow State

	Total Quarterly Credit:            $10,000.00 (month 1) plus $40,000.00 (month 2) plus $70,000.00 (month 3)

	Total Quarterly Credit:	to be credited on next scheduled invoice (or in the absence of an 
$120,000.00		invoice at Contract End) a check to the State).



The total of any calculation factors may not exceed 100% of the total At-Risk Amount (i.e., fees at risk are capped at 12% of the value of a monthly invoice).
The Performance Credits available to the State under the terms of this document will not constitute the State’s exclusive remedy to resolving issues related to Contractor’s performance.
Service Levels will not apply during the Transition period but will commence with the Contractor’s assumption of services in the production Steady State environment for all migrated elements in part or in full. 
5.2.1   Treatment of Federal, State, and Local Fines Related to Service Disruption
Above and beyond the Service Levels discussed above, should any failure to deliver services by the Contractor result in a mandated regulatory fine associated with late, incomplete, or incorrect filings as a direct result of Contractor’s inability to deliver services under the RFP, production schedules, reporting and filing obligations, the requirements and Service Levels contained herein, the Contractor must issue a credit to the State equal to the amount of the fine.
[bookmark: _Toc31957550]5.3      Overall Contract Performance
In addition to the service specific performance credits, on a monthly basis, an overall SL score (the “Overall SL Score”) will be determined, by assigning points to each SL based on its Individual SL GYR State. The matrix set forth below describes the methodology for computing the Overall SL Score:
	Individual SLAs and SLOs GYR State
	Performance Multiple

	Green
	0

	Yellow
	1

	Red
	4



The Overall SL score is calculated by multiplying the number of SLAs and SLOs in each GYR State by the Performance Multiples above. For example, if all SLAs and SLOs are Green except for two SLAs in a Red GYR State, the Overall SL Score would be the equivalent of 8 (4 x 2 Red SLAs).
Based on the Overall SL Score thresholds value exceeding a threshold of 28 (50% of SLs missed) then Executive escalation procedures as agreed to by the parties will be initiated to restore acceptable Service Levels. For the purposes of this Contract, the following will apply in lieu of Attachment Four.  The State may terminate the Contract for cause if:
a) The overall SL score reaches a threshold level of 42 per month over a period of 3 consecutive months (equivalent to 75% of the service levels in a red State); or
b) Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State written notice of intent to terminate; or
c) The State exercises its right to terminate for exceeding the threshold level of 52 in any month (all SLs missed minus one) within five calendar days of receipt of Contractor’s third monthly SLA status report.
Should the State terminate the Contract for exceeding the threshold level of 52 per month, it will pay the Contractor actual and agreed wind down expenses only, and no other Termination Charges. 
The Overall Contract Performance under the terms of this document will not constitute the State’s exclusive remedy to resolving issues related to Contractor’s performance.
[bookmark: _Toc31957551]5.4    Monthly Service Level Report
5.4.1		Failure to Report or Report Late after Mutually Agreed Dates
Should for any reason the Contractor fail to report or produce the Monthly Service Level Report to the State on a mutually agreeable date, in part or in total, the Contractor performance for the Service Levels, in part or in total, will be considered Red for that period. Should, under agreement of the State a Service Level not apply in a given period, the report will reflect this agreement and indicate “not applicable” or “NA” for the given period.
5.4.2   	IOP Applications and Environments
The State acknowledges that its IOP environment requirements fall into two major categories: 1) critical applications – those that are required to perform day-to-day State functions in production or support the SDLC requirements for major infrastructure investments for major initiatives where significant funds are devoted to providing environments to development teams; and 2) non-critical application environments – which are defined as items that do not have a significant impact on day-to day operations and are used in a non-production capacity.  The Contractor must deliver Service Levels in keeping with the criticality levels as described herein.
5.5 [bookmark: _Toc31957552]     Service Level Review and Continual Improvement
5.5.1		Service Levels Review 
Initial Review:  Immediately upon successful transition, the Parties will meet to review the initial Service Levels. Within six months of the Service Commencement Date or completion of Transition as outlined in this Supplement, whichever is sooner, the Parties will meet to review the initial Service Levels and Contractor’s performance and discuss possible modifications to the Service Levels. Any changes to the Service Levels will be only by a formal Amendment to this Contract. Annual Review:  Every year following the Service Commencement Date or completion of Transition as outlined in this Supplement, the Parties will meet to review the Service Levels and Contractor’s performance in the period of time since the prior review and discuss possible modifications to the Service Levels. Any changes to the Service Levels will be only by a formal Amendment to this Contract.
5.5.2 Continuous Improvement of Managed Service SLAs: Reduced Fees in Light of Contractor Non-Performance
Continual Improvement:  Twelve months after the completion of Transition as outlined in this Supplement, and annually thereafter, the Parties will meet to review the Service Levels and Contractor’s performance in the period of time since the prior review. For each SLA and SLO, the performance during the six highest performing months will be averaged and if this average performance of actual delivered service levels is higher than the current SLA/SLO, the State may consider SLA/SLO modification and or a reduced fee structure associated with an average that is lower, but agreeable level going forward.
Ongoing Annual Reviews: Contractor and the State will set a mutually agreed date to conduct annual reviews of the Service Levels and Contractor’s performance with respect to the Service Levels. At a minimum, the annual review will include:
a) Comprehensive review of the previous year’s performance including fault, impact time and duration and a root cause analysis;
b) Compendium of remedial actions, operational or process enhancements, system hardware or software enhancements implemented to address any deficiencies with regard to delivering the Service Levels; and
c) Revision of the Service Levels, if any, based upon mutual written agreement.

5.6 [bookmark: _Toc31957553]     Temporary Escalation of an SLO to an SLA
In general, SLOs are considered measurable objectives by the State and the SLA framework accommodates their treatment and importance to the State via Contract termination considerations as opposed to financial credits as contained herein. However, in the event that Contractor performance is not meeting the established standards and requirements for SLO related items, the State may determine that an SLO needs to be escalated to an SLA. The following conditions will result in an escalation:
Contractor performance falls below yellow standard in an SLO area for three consecutive months; or
Contractor performance falls below 75% of red standard in any given month; or 
Contractor performance is in a yellow or red status for four of any six consecutive months.
Should one or more of these conditions exist, the State may:
[bookmark: _GoBack]Temporarily replace any SLO with the SLA of the State’s choosing until such time as the below standard SLO is determined to be consistently (i.e., more than 3 months in a row) performing to standard.
Add the SLO to the SLA group and rebalance the weighting accordingly such that the monthly fees at risk percentage agreed to is maintained (i.e., fees at risk remain constant, the number of SLAs that are considered against those fees changes) until such time as the below standard SLO is determined to be consistently (i.e., more than 3 months in a row) performing to standard.
At the conclusion of the period of three consecutive months where the escalated SLO is deemed to be performing in a green status, the State and Contractor will revert the escalated SLO (now an SLA) back to its SLO state.
5.7 [bookmark: _Toc31957554]      State Provided Service Support Elements
The following items may not be considered Contractor Fault with respect to Service level failures and therefore not apply to any Contractor Performance Credits or Overall Contract Performance considerations discussed later in this section:
Failures outside of the scope of the Contractor responsibilities pursuant to the services responsibility scope;
Failures due to non-performance of State retained responsibilities pursuant to the services responsibility scope;
Failure of State-provided elements that directly impact a Contractor element;
A pre-existing or undocumented deficiency in a State-provided computing element as they pertain to adhering to State Policies and Standards. In this case, upon identification the Contractor must promptly notify the State of the identified deficiency. 
Failure of a State-provided resource to follow and comply with Contractor provided/managed processes and procedures except where: (i) State Policies and Contractor policies are in conflict in which case the State resource will notify the Contractor of the conflict and resolve which process applies or; (ii) in cases of emergency that would place the State resource at physical peril or harm; 
Failure of a State-provided third party warranty or maintenance agreement to deliver services to the Contractor for Contractor provided/managed services and infrastructure elements that result in the Contractor’s inability to perform at required levels; 
The period of time associated with an incident where a State-provided or contracted third party service, repair or replacement service renders a Contractor provided/managed infrastructure element unusable by the Contractor to provide the contracted services will be reduced from the overall duration timing of an incident; 
The incident requires assistance for a State retained responsibility, is delayed at the State’s request, or requires availability of an end user that is not available; 
Mutually agreed upon service interruptions such as scheduled changes to the technical environment; and 
State implemented changes to Production Environments that the Contractor is not aware or apprised of.
5.8 [bookmark: _Toc31957555]     Statistical Significance and SLAs in Effect
Should for any reason, not all Service levels be in effect for any reporting period, the weighting of the remaining Service Levels that are in effect for the period must be adjusted to compensate for the absence of Service Levels not in effect for that period. 
During a month where there is not a statistically relevant number of opportunities for the Contractor to demonstrate compliance with a service level due to the low number of events that would comprise demonstrable compliance with a service level, the Contractor will not be held responsible for achieving the Service Level from a pure mathematical perspective. For those months where, due to the low number of events, the Contractor is excused from Service Level credits for the effected Service Level, the events and the associated Contractor performance related to those events will roll forward to the subsequent month (or if required, months) until such time as the number of events, and the related Contractor performance in addressing those events generate a meaningful number to substantiate the calculation of the Service Level. As a clarifying example for the avoidance of doubt:
The State requires a service level that is contemplated based on the anticipated volume of events to be 90%.
As a result of the project, there are only three events to be considered in the measurement month.
Two of the events were in complete (100%) compliance with State requirements and one of the events was not in compliance with State requirements. 
Therefore, under this scenario the Service Level attainment was 66% of the State requirement in aggregate. 
Due to the low number of events in the measurement period, the results from previous months will be rolled forward to the point where there are a sufficient number of events to yield a statistically relevant result. The State and Contractor will mutually agree to the number of events required to produce the statistically relevant results (generally the next month).
If, in this example, the following month’s performance contains a statistically relevant number of events, or when combined with the prior months would be statistically relevant, any Service Level credit or calculation would apply to the aggregate of all of the events in question.
Statistical relevance considerations will not apply to any Service Level that is of a continuous or business cycle basis where one Contractor failure is cause for not meeting the requirement of the Service Level (for example Continuous Compliance with State Security Policies and Conducting Annual Security Reviews). In these cases, one failure will be considered a Service Level failure regardless of the number of opportunities provided the Contractor to perform to State requirements.
Notwithstanding the foregoing statistical volume considerations, the Contractor is expected to work in good faith using commercially reasonable efforts to promptly address and resolve any issues related to system performance, availability and quality.







5.9 [bookmark: _Toc31957556]    Managed Service: Service Level Commitments
Contractor must meet the Service Level Commitment for each Service Level set forth in the table below and specified in detail later in this section 
	Service Level
	SLA / SLO
	Coverage

	1
	Service Availability – Application Availability
	SLA
	7 x 24

	2
	Incident Resolution – Mean Time to Repair (Priority 1)
	SLA
	7 x 24

	3
	Incident Resolution – Mean Time to Repair (Priority 2)
	SLA
	7 x 24

	4
	Incident Resolution – Mean Time to Repair (Priority 3)
	SLO
	Business Hours

	5
	Incident Resolution – Mean Time to Repair (Priority 4)
	SLO
	Business Hours

	6
	Incident Resolution – Mean Time to Repair (Priority 5)
	SLO
	Business Hours

	7
	Incident Resolution - Issue Triage, Closure and Recidivist Rate
	SLO
	Business Hours

	8
	Security – Security Compliance
	SLO
	Continuous

	9
	Job Schedule and Scheduled Reporting Performance 
	SLA
	Scheduled Hours

	10
	Operational Process Control & Repeatability – Changes to Production environments
	SLA
	Scheduled Maintenance

	11
	Service Quality – System Changes
	SLA
	Scheduled Maintenance

	12
	Service Timeliness – System Changes
	SLA
	Scheduled Maintenance

	13
	User Interaction – Completion of Administrative, Root, DBA, Privileged User Adds/Deletes
	SLO
	Business Hours

	14
	Monitoring and Auditing – Application Security Breach Detection, Notification and Resolution
	SLA
	7 x 24



Major projects established under a State authorized Amendment or change request from this RFP will assume the above service level agreements and objectives.
The Contractor will be held to several service level agreements and objectives for providing and maintaining services within the platform. InnovateOhio Platform uses the below table to help define incident priority based on Impact and Urgency. This table can be used as a quick reference to help identify which priority level incidents and tasks fall into.
	
	URGENCY


	IMPACT
	1 - HIGH
	2 – MEDIUM

	3 – LOW


	1 - HIGH
	Priority 1
	Priority 2
	Priority 3

	2 - MEDIUM
	Priority 2
	Priority 3
	Priority 4

	3 - LOW
	Priority 3
	Priority 4
	Priority 5



The InnovateOhio Platform specifically defines what High, Medium and Low impact and urgency is and how it applies to the State of Ohio and the InnovateOhio Platform: 
High Urgency: The State cannot provide a critical service to the public or internal to the State – such as login issues, user registration, data changes, platform unavailability. 
Medium Urgency: A business area cannot provide a non-critical service to the public or internal to the State, single-user cannot perform a critical job function (Examples include agency transfers), intermittent platform unavailability/slowness, syndication/content authoring issues, user role changes
Low Urgency: Users experiencing issues with non-critical system functions including but is not limited to cosmetic issues, project support requests, access requests, enterprise questions, data collections.
High Impact: A significant number of users spanning multiple agencies, or one or more agency applications or a significant service is partially down, causing loss of service for a number of users that attempt to access a part of the service not working, thus to those users the service is down, an entire State enterprise system or individual State Cabinet Agencies (excluding non-cabinet agencies, boards and commissions) integrated with the EIDM solution cannot reasonably continue to work. This includes intermittent issues within the EIDM’s OHID and OHID Workforce authentication systems resulting in a significant number of failed authentication requests. This is usually associated with an outage.
Medium Impact: Subset of users impacted such as specific non-cabinet agencies, boards and commissions, component(s)/service(s) of the platform is unavailable to users.
Low Impact:  Single-user business impact within OHID Workforce and OHID (any agency, board or commission). 
If the Contractor’s delay in work blocks or impacts other projects, based on the urgency of the needed projects, the SLAs may be invoked by urgency.
The following Service Levels will apply to Contractor providing service to items described in this RFP.
The Contractor will not be liable and will not be found in breach of any obligations under the Contract related to any service level failures, as a result of (i) any impacts to the IOP solution from the AWS Platform, including outages, malfunctions, unavailability of, or change by AWS to a Platform or network component, (ii) any actions or inactions taken by State of Ohio, including in its capacity as the AWS account holder. The Contractor will not be found liable or in breach of any obligations under the Contract related to any Service Level failure as a result of not relieving critical usage levels. 
5.9.1 Service Availability Requirements
Service Availability for each Contractor provided/managed element provided by the Contractor that the State utilizes in Production to support State system operations, as well as the ongoing development and maintenance of the system including training and demonstration or supporting production usage will be subject to these Service Levels.

The standard for this service level agreement is 99.95% available, 12 months per year, 7 days a week, 24 hours per day, less mutually agreed to scheduled maintenance windows not to exceed 2 hour per month, unless waived by the State. Service availability will be calculated monthly.

Portal unavailability and authentication unavailability is defined as the core applicable services and will be returned (allowing for network transit time) from origination, by a user of the platform, to the return of a properly formatted system response message within ten (10) seconds for at least 99% of all transactions during agreed available times. This includes core authentication and/or portal features.
Formula: 
	Availability % equals
	((Service Time – Portal Unavailability) + (Service Time – Authentication Unavailability))

	
	________________________________________________________________

	
	(Service Time) x 2



Failure to meet this standard will be counted as an SLA penalty per the below table:

Measurement Period:		Monthly
Data Source: 			Monthly Project Report
Frequency of Collection: 	Per Minute

	Individual SL GYR State
	Service Availability Percentage 

	Green
	Greater than 99.95 % Availability

	Yellow
	Between 99.9499 % and 99.90 % Availability

	Red
	Less than 99.90 % Availability





5.9.2 Incident Resolution – Mean Time to Repair (Priority 1)
Mean Time to Repair Priority 1 Incident (aka, Priority 1 Defect Service Request) will be calculated by determining time (stated in hours and minutes) representing the statistical mean for all Priority 1 Defects for Contractor provided/managed Deliverables in the Contract Month. “Time to Repair” is measured from time the Incident is received at the State’s tracking systems to point in time when the Incident is resolved, or workaround is in place and the Contractor submits the repair to the State for confirmation of resolution.
Priority 1 Defects are determined by the above rubric in section 5.9 of Supplement 1, Priority 1 Defect means an incident where a Critical Function outage, lasting greater than 10 minutes, causing severe impact on service delivery and no alternative or bypass is available. The Contractor must provide notice of Priority 1 Incident along with a preliminary diagnosis and estimated resolution time within 15 minutes of detecting the Incident or being informed by the State of such outage.
A Priority 1 means: An incident renders a business-critical function, system, service, software, equipment or network component un-available, substantially un-available or seriously impacts normal State operations, including significant degradation of service, in each case prohibiting the execution of productive work and/or creating a significant amount of user incidents.
The Contractor must report updates and progress to the State every fifteen (15) minutes for this SLA until resolved.

[bookmark: _Toc208824483][bookmark: _Toc209334116][bookmark: _Toc208824484][bookmark: _Toc209334117]Formula: 
	Mean Time to Repair 
(Priority 1 Incident)

OR
	Total elapsed time it takes to repair Priority 1 Defect Service Requests)

	
	________________________________________________________________

	
	(Total Priority 1 Defect Service Requests) 



Total Priority 1 Defect Service Requests (Priority 1 Incidents) per Month.

Measurement Period:		Monthly
Data Source: 			Monthly Project Report
Frequency of Collection: 	Per Incident

	Individual SL GYR State
	Mean Time to Repair (Priority 1 Incident)
	 Or, Total Number of Priority 1 Incidents

	Green
	Less than 1 Hour
	 Less than or Equal to 2 Incidents

	Yellow
	Between 1 Hour and 4 Hours
	 Between 3 and 4 Incidents

	Red
	Greater than 4 Hours
	 Greater than or Equal to 5 Incidents



For both calculations, the GYR State that is closed to non-compliance will be the one applied.
For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if: The Contractor reaches a threshold over a period of 2 consecutive months with of Red level Service Delivery Life Cycle compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.  

5.9.3 Incident Resolution – Mean Time to Repair (Priority 2)
Mean Time to Repair Priority 2 Incident (aka, Priority 2 Defect Service Request) will be calculated by determining time (stated in hours and minutes) representing the statistical mean for all Priority 2 Defects for Contractor provided/managed Deliverables in the Contract Month. “Time to Repair” is measured from time the incident is received at the State’s tracking system to point in time when the incident is resolved or workaround is in place and the Contractor submits the repair to the State for confirmation of resolution.

Priority 2 Defects are deterrmined by the above rubric in section 5.9 of Supplement 1. Priority 2 Defect means an incident where the State’s software or processing error occurs that results in a partial or intermittent system outage or unavailability, performance Items that result in undue delay of processing business cycle data and creation of a processing backlog, unavailability or intermittent system unavailbility of a non-business critical authentication or portal/porlet function, impacts to system performance and availability levels, a temporary workaround identified but due to processing, hardware, labor or other considerations are deemed unreasonable by the State, or may be a recurring issue with identified or indeterminate cause, and items otherwise not classified as a Priority 1.
In the event of “go live” of new functionality, an upgrade, or significant change in the architecture of the application environment, this Service Level will be suspended temporarily from the time the “go live” of the applicable change through two (2) business days following completion of stabilization criteria in accordance with the transition to production plan.
The Contractor must report updates and progress to the State every sixty (60) minutes for this SLA until resolved.

Formula:
	Mean Time to Repair (Priority 2 Incidents)
	Total elapsed time it takes to repair Priority 2 Defect Service Requests)

	
	________________________________________________________________

	
	(Total Priority 2 Defect Service Requests)



Measurement Period:		Monthly
Data Source: 			Monthly Project Report
Frequency of Collection: 	Per Incident

	Individual SL GYR State
	Incident Resolution – Mean Time to Repair Priority 2

	Green
	Less than 4 Hours

	Yellow
	Between 4 Hours and 8 Hours

	Red
	Greater than 8 Hours









For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if: The Contractor reaches a threshold over a period of 2 consecutive months with a Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.
5.9.4 Incident Resolution – Mean Time to Repair (Priority 3)
Mean Time to Repair Priority 3 Incident (aka, Priority 3 Defect Service Request) will be calculated by determining time (stated in hours and minutes) representing the statistical mean for all Priority 3 Defects for Contractor provided/managed Deliverables in the Contract Month. “Time to Repair” is measured from time the incident is received by the State tracking systems to point in time when the incident is resolved or workaround is in place and the Contractor submits the repair to the State for confirmation of resolution.

Priority 3 Defects are dermined by the above rubric in section 5.9 of Supplement 1. 
Priority 3 Defect Service Request means:
· An incident where the State’s software or processing error that results in a partial or intermittent system outage or unavailability;
· Performance items that result in periodic, but not otherwise undue delay of processing business cycle data and creation without the creation of a processing backlog that spans a business cycle;
· Errors or omissions in the software, related software elements, operational processes or software integration suite for which a workaround exists, but have been reported to and accepted by the Contractor; and
· An acceptable State agreed workaround has been identified and implemented, temporary workaround identified with State acceptable processing, hardware, labor or other considerations, may be a recurring issue with identified or indeterminate cause, and items otherwise not classified as a Priority 1 or Priority 2 Defect.
· An incident where a small group or an individual is experiencing partial or intermittent system outages or unavailability; user accounts issues preventing access to State of Ohio resources and applications.

· Performance items that result in periodic, but not otherwise undue delay of processing business cycle data without affecting the processing backlog or creating individual or multiple incidents.

· An incident where an acceptable State agreed workaround has been identified and implemented, a temporary workaround identified with State acceptable processing, labor or other considerations, may be a recurring issue with identified or indeterminate cause, and items otherwise not classified as a Priority 1 or Priority 2 incident/defect.

The Contractor must report updates and progress to the State every twenty-four (24) hours for this SLO until resolved.

Formula: 
	Mean Time to Repair (Priority 3 Incidents)
	Total elapsed time it takes to repair Priority 3 Defect Service Requests)

	
	________________________________________________________________

	
	(Total Priority 3 Defect Service Requests)



Measurement Period: Monthly
Data Source: Monthly Project Report
Frequency of Collection: Per Incident

	Individual SL GYR State
	Incident Resolution – Mean Time to Repair Priority 3

	Green
	Less than 96 Hours

	Yellow
	Between 96 Hours and 192 Hours

	Red
	Greater than 192 Hours



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if: The Contractor reaches a threshold over a period of 2 consecutive months with of Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.
5.9.5 Incident Resolution – Mean Time to Repair (Priority 4)
Mean Time to Repair Priority 4 Incidents (aka, Priority 4 Defect Service Request) will be calculated by determining time (stated in Calendar Days) representing the statistical mean for all Priority 4 Defects for Deliverables in the Contract Month. “Time to Repair” is measured from time the incident is received at the State’s tracking systems to point in time when the incident is resolved or workaround is in place and the Contractor submits the repair to the State for confirmation of resolution.

Priority 4 Defects are dermined by the above rubric in section 5.9 of Supplement 1.

Formula: 
	Mean Time to Repair (Priority 4 Incidents)
	Total elapsed time it takes to repair Priority 4 Defect Service Requests)

	
	________________________________________________________________

	
	(Total Priority 4 Defect Service Requests)



Measurement Period: Monthly
Data Source: Monthly Project Report
Frequency of Collection: Per Incident

	Individual SL GYR State
	Incident Resolution – Mean Time to Repair Priority 4

	Green
	Less than 14 Calendar Days

	Yellow
	Between 14 Calendar Days and 21 Calendar Days

	Red
	Greater than 21 Calendar Days



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if: The Contractor reaches a threshold over a period of 2 consecutive months with of Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.

Incident Resolution – Mean Time to Repair (Priority 5)
Mean Time to Repair Priority 5 Incident (aka, Priority 5 Defect Service Request) will be calculated by determining time (stated in Calendar Days) representing the statistical mean for all Priority 5 Defects for Deliverables in the Contract Month. “Time to Repair” is measured from time the incident is received at the State’s tracking systems to point in time when the incident is resolved or workaround is in place and the Contractor submits the repair to the State for confirmation of resolution.

Priority 5 defects are dermined by the above rubric in section section 5.9 of Supplement 1.

Formula: 
	Mean Time to Repair (Priority 5 Incidents)
	Total elapsed time it takes to repair Priority 5 Defect Service Requests)

	
	________________________________________________________________

	
	(Total Priority 5 Defect Service Requests)



Measurement Period: 		Monthly
Data Source: Monthly 		Project Report
Frequency of Collection: 	Per Incident

	Individual SL GYR State
	Incident Resolution – Mean Time to Repair Priority 5

	Green
	Less than 21 Calendar Days

	Yellow
	Between 21 Calendar Days and 28 Calendar Days

	Red
	Greater than 28 Calendar Days



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if: The Contractor reaches a threshold over a period of 2 consecutive months with of Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.



5.9.6 Incident Resolution - Issue Triage, Closure and Recidivist Rate
Incidents affecting IOP, online batch or otherwise, are promptly addressed, prioritized and resolved to the satisfaction of the State and to not reoccur or cause corollary or spurious issues to occur as a result of the repair to the element that was the root cause of the Incident.
Incident Triage, Closure and Recidivist Rate will be determined by monitoring compliance with the following four (4) key performance indicators (KPI):
1. Incident Triage: Contractor to indicate high-level diagnosis and estimate to remedy to the State within 10 minutes of acknowledgement.
2. Incident Closure: Incident to be documented with root cause remedy, (where root cause is within Contractor’s control), and procedures to eliminate repeat of incident within 24 hours of incident close.
3. Incident Recidivist Rate: Closed incidents not to reappear across all Contractor provided/managedservices more than 1 time following incident closure.
4. Incident means any Priority 1 or 2 incident where the services for which Contractor is responsible are unavailable.

Formula:
	Issue Triage, Closure and Recidivist Rate
	=
	Total Severity 1 and 2 Incidents for which Contractor is responsible under Contract, where solution Services are unavailable) - (Number of Incidents where the KPI was not in compliance

	
	
	(Total Severity 1 and 2 Incidents where Services for which Contractor is responsible under the Contract are unavailable)



Measurement Period: 		Calendar Quarter
Data Source: 			Incident Management System Report
Frequency of Collection: 	Calendar Quarter, All Severity 1 and 2 Incidents
	Individual SL GYR State
	Incident Resolution - Incident Triage and Closure and Recidivist Rate

	Green
	Greater than 95%

	Yellow
	Between 95% and 90%

	Red
	Less than 90%






5.9.7 Security – Security Compliance
The Contractor must adhere to Data Security and Privacy Service Levels formulated of State of Ohio IT Standard Number ITS-SEC-02 which designates the CIS Controls as the implementation of NIST 800-53.  CIS provides a measures and metric document.
Since many of these controls are the responsibility of AWS and DAS, only selected controls will be measured inside the InnovateOhio Security Boundary.  The measured controls are listed below unless waived or modified by the State.
BASIC: 1.1, 1.2, 1.4, 1.5, 1.6, 2.1, 2.2, 2.3, 2.4, 2.6, 2.7, 2.8, 2.9, 2.10, 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, 4.1, 4.2, 4.3, 4.4, 4.5, 4.8, 4.9, 5.1, 5.2, 5.3, 5.4, 5.5, 6.2, 6.3, 6.4, 6.5, 6.7
FOUNDATIONAL: 7.6, 7.8, 8.1, 8.2, 9.1, 9.2, 9.3 9.4, 9.5, 10.1, 10.2, 10.3, 10.4, 10.5, 11.1, 11.2, 11.3, 11.4, 11.5, 12.1, 12.3, 12.4, 12.6, 12.7, 12.10, 12.11, 13.1, 13.3, 13.5, 14.1, 14.2, 14.4, 14.5, 14.7, 14.8, 14.9, 16.1, 16.2, 16.3, 16.4, 16.5, 16.6, 16.7, 16.8, 16.9, 16.10, 16.11, 16.12, 16.13 
ORGANIZATIONAL: 18.1, 18.2, 18.3, 18.4, 18.5, 18.6, 18.7, 18.8, 18.9, 18.10, 18.11, 19.1, 19.2, 19.3, 19.5, 19.7, 20.4, 20.6, 20.7, 20.8
References: https://das.ohio.gov/Portals/0/DASDivisions/InformationTechnology/IG/pdf/ITS-SEC-02.pdf, (https://www.cisecurity.org/wp-content/uploads/2018/03/CIS-Controls-Measures-and-Metrics-V7.pdf).

Formula:
An average will be calculated based on the controls listed above, by category.  The lowest score category will be used to score the service level objective. (i.e. Basic score = .61, Foundational score = .60, Organizational score = 1.6 results in an overall state of yellow).

Measurement Period: 		Monthly
Data Source: 			Monthly
Frequency of Collection: 	Monthly

	Individual SL GYR State
	% SDLC Compliance

	Green
	Sigma Level 4 (.62% or Less)

	Yellow
	Sigma Level 3 (6.7% or Less)

	Red
	Sigma Level 3 (31% or Less)



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if the Contractor reaches a threshold over a period of 2 consecutive months with of Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.



5.9.8 Operational Process Control & Repeatability – Changes to Production Environments
All changes to production environments follow a disciplined process, are authorized by the State and documentation is updated at all times to ensure that the operating environment of IOP is up to date and documentation is current. Production changes are tested/validated and moved as a comprehensive change package as opposed to piecemeal elements that result in unintended consequences.
The changes to production environment measure is determined by monitoring compliance with the following six (6) key performance indicators: 
1. All changes to production environments have an authorization from an approved State employee. 
2. Code or system changes are promoted to production environments that use contemporary change control methods including version control, data backup/back-out procedures (if applicable).
3. All elements that comprise a system change inclusive of code, configuration values, environment parameters, database elements, security, executables and other required change elements are applied as part of a production change. 
4. No untested or unapproved changes or changed elements that are not required by a production change are introduced into the production environment.
5. Changes that are detected to introduce errors or unavailability to production systems are reversed in accordance with the Contractor back-out procedure and the system is restored to the pre-change state without impacting regular operations.
6. Corresponding updates to the Process Interface Manual and other supporting documents are completed within three (3) business days of receiving and implementing minor approved change request(s).

Formula: 
	Changes to Production Environments
	=
	Total Number of KPIs not met

	
	
	Total Number of KPIs met



Measurement Period: 		Monthly
Data Source:			Production Change Report
Frequency of Collection: 	Each Change to Production

	Individual SL GYR State
	Changes to Production Environments

	Green
	Less than 1%

	Yellow
	Between 1% and 13%

	Red
	Greater than 3%



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if the Contractor reaches a threshold over a period of 2 consecutive months with of Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.

5.9.9 Service Quality – System Changes
System Changes are implemented correctly the first time, and do not cause unintended consequences to IOP users, and reports, corrupt or compromise data or data relationships and otherwise perform as intended from a functional, technical and performance perspective. Non-Production environments reflect production environments.
The Service Quality System Changes measure is determined by monitoring compliance with the following five (5) key performance indicators (KPI): 
1. All System changes or updates (i.e., break fix, configuration, and patches) in any release to environments adhere to code and version control, contain written Contractor system testing and applicable performance testing results, contain back out/reversibility mechanisms prior to being presented to the State for authorization to release.
2. System changes or updates (i.e., break fix, configuration, and patches) in any release to environments are implemented correctly the first time inclusive of all code, non-code, configuration, interface, scheduled job or report, database element or other change to the production environment.
3. System changes or updates are propagated within five (5) business days as mutually deemed appropriate to non-production environments such that environment configurations are synchronized and reflect the then current environment and a common development, testing, QA, authoring demonstration and training environment is carried forward that is reflective of production.
4. Production system changes (i.e., break fix, configuration, and patches) in releases that do not cause other problems. 
5. System changes or updates (i.e., break fix, configuration, and patches) in emergency releases are implemented correctly the first time that comprise the IOP system.

Formula:
	Service Quality – System Changes
	=
	For Each System Change: Total Number of KPIs not met

	
	
	For Each System Change: Total Number of KPIs met



Measurement Period: 		Monthly
Data Source:			Production Change Report
Frequency of Collection: 	Each Change to Production and Follow-On Changes to Non-Production

	Individual SL GYR State
	Service Quality – System Changes

	Green
	Less than 2%

	Yellow
	Between 2% and 5%

	Red
	Greater than 5%



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if the Contractor reaches a threshold over a period of 2 consecutive months with of Red level Service Delivery Life Cycle (SDLC) compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.


5.9.10 Service Timeliness – System Changes
System Changes are implemented in a timely manner as scheduled with the State or (if applicable) during a Scheduled Maintenance Period or as required by the State.
The Service Timeliness System Changes measure is determined by monitoring compliance with the following two (2) key performance indicators (KPI): 
1. Emergency system changes or updates (i.e., break fix, configuration, and patches) to IOP will be initiated within 2 business days of the State approved request and Change Management Process and to be reported complete within 1 hour of completion.
2. Non-emergency system changes or updates (i.e., break fix, configuration, and patches) to IOP to be initiated in accordance with the State policies during a scheduled maintenance period or as mutually scheduled between the Contractor and State and reported within 2 days of post implementation certification.

Formula:
	Service Quality – System Change Timeliness
	=
	Total Number of KPIs not in Compliance in a Month

	
	
	Total Number of System Changes in a Month




Measurement Period: 		Monthly
Data Source:			Production Change Report
Frequency of Collection: 	Each Change to Production and Follow-On Changes to Non-Production
	Individual SL GYR State
	Service Timeliness – System Changes

	Green
	Less than 1%

	Yellow
	Between 1% and 13%

	Red
	Greater than 3%



For the purposes of this Contract, the following will apply in lieu of Attachment Four:  
If a successful resolution is not reached, then the State may terminate the Contract for cause if the Contractor reaches a threshold over a period of 2 consecutive months with of Red level SDLS compliance per the above formula; and the Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State’s written notice of intent to terminate.
5.9.11 
 User Interaction – Completion of Administrative, Root and Privileged Users
Ensure that those individuals (State, Contractor or Third Party Systems Integrator) that, upon meeting State systems access requirements, are established correctly in the required IOP environment(s) to perform their job functions and upon completing their assignment or being relieved of these responsibilities are removed from the system.
This SLO will only apply to those personnel that have Administrator, Root or Super-User, DBA or other Elevated or Privileged user access at the operating system or database level prompt. This SLO does not apply to State Authorized users of IOP via application level login and use levels.
Completion of Adds/Deletes defines the timeliness of both Emergency and Scheduled User Deletes.
Emergency is the condition in which, for whatever reason, the State believes there is a real or potential threat or risk to the State for those individuals who have privileged access to IOP operating systems, file systems, code, interfaces or database(s) and therefore must be deleted immediately.
Late Emergency User Adds/Deletes are defined as anything greater than 1 business hour.
Late Scheduled User Adds/Deletes are defined as anything greater than 4 business hours.

Formula:
	Completion of Administrative, Root, DBA and Privileged User Adds/Deletes
	=
	((Total Emergency User Adds/Deletes) - (Late Emergency User Adds/Deletes)) +                                 ((Total Scheduled User Adds/Deletes) – (Late Scheduled User Adds/Deletes))

	
	
	((Total Emergency User Adds/Deletes) + (Total Scheduled User Adds/Deletes))




Measurement Period: 		Monthly
Data Source:			Service Desk, Service Request System
Frequency of Collection: 	Daily
	Individual SL GYR State
	Completion of User Adds/Deletes

	Green
	Equal or Greater than 99.5%

	Yellow
	Between 98.5% and 99.4%

	Red
	Less than 98.5%






5.9.12 Monitoring and Auditing – Application Security Breach Detection, Notification and Resolution
Ensure that State Security policies are implemented correctly, monitored and followed at all times for all users of IOP whether end-user, State, Contractor or third party.
The System Security Breach Detection will be determined by monitoring compliance with the following three (3) KPI: 
1. System security breach success notification due within 30 minutes of intrusion detection of any element within the Contractor’s responsibility area or Contractor-provided facility or element that accesses IOP including Contractor’s machines. The State is responsible for providing the applicable processes in the event of a system security breach.
2. Suspension or Revocation of unapproved or intruder access in accordance with State established procedures within 10 minutes of detection.  Immediate notification must be sent to CSC@ohio.gov regarding the intrusion and follow State policies. 
3. System security breach (attempt, failure) notification due within 1 hour of such intrusion detection. Notification will be as set forth in the Process Interface Manual or other supporting documents.

Formula:
	Security Breach Detection
	=
	Total Number of KPIs not in Compliance in a Month

	
	
	




Measurement Period: 		Monthly
Data Source:			Infrastructure Antivirus/Malware Scan logs, Active Port Scanning Logs, User Account Review Report, etc.
Frequency of Collection: 	Monthly
	Individual SL GYR State
	Security Breach Detection 

	Green
	0

	Yellow
	N/A

	Red
	1






[bookmark: _Toc31957557]Contract Governance 
[bookmark: _Toc208994938][bookmark: _Toc209334016][bookmark: _Toc211081215][bookmark: _Toc31957558]6.1     Contractor Account Representative
During the Contract, the Contractor must designate an individual who will be primarily dedicated to the State account (the “Contractor Account Representative”) who (i) will be the primary contact for the State in dealing with the Contractor, (ii) will have overall responsibility for managing and coordinating the delivery of the services, (iii) must meet regularly with the State Account Representatives and (iv) must have the authority to make decisions and commit the Contractor’s firm with respect to actions to be taken by the Contractor in the ordinary course of day-to-day management of the Contractor’s account in accordance with this RFP.
[bookmark: _Toc208994939][bookmark: _Toc209334017][bookmark: _Toc211081216][bookmark: _Toc31957559]6.2    State Account Representative
During the Term of the Contract, the State will designate a senior level individual (the “State Account Representative”) and suitable alternates to perform this role in the event of vacation or absence who (i) will be the primary contact for the Contractor in dealing with the State under this RFP, (ii) will have overall responsibility for managing and coordinating the receipt of the services, (iii) will meet regularly with the Contractor Account Representative and (iv) will have the authority to make decisions with respect to actions to be taken by the State in the ordinary course of day-to-day management of this RFP.
[bookmark: _Toc208994940][bookmark: _Toc209334018][bookmark: _Toc211081217][bookmark: _Toc31957560]6.3    Participation and Support of Established of Service Management Oversight Committee
The Contractor and the State will conduct a Service Management Committee (the “Service Management and Oversight Committee”), made up of a number of key executives from each Party (inclusive of the Contractor Account Representative and the State Account Representative), which will meet at a minimum on a quarterly basis, and at such time as its members or the Parties deem appropriate to (i) review and analyze the monthly performance reports for the preceding period, including any actual or anticipated budget or schedule overruns, service level attainment of targets, any issues or outages that result in the creation of a service credit and the Parties’ overall performance under this Scope of Work, (ii) review progress on the resolution of issues, (iii) provide a strategic outlook for the State requirements,(iv) review any Change Order for  services not described in this RFP, and (v) attempt to resolve, or designate individuals to attempt to resolve, any disputes or disagreements under this RFP. Although the State Account Representative and the Contractor Account Representative will remain as members of the Service Management Committee, either Party may change its other representatives from time to time upon written notice to the other. In addition, the Parties may mutually agree to increase or decrease the size, purpose or composition of the Service Management Committee in an effort for the Contractor to better provide, and for the State to better utilize, the services. All actions of the Service Management Committee recommended under this RFP will require the mutual consent of the Parties.
[bookmark: _Toc31957561]6.4   Participation in State-requested Meeting
During the Contract, representatives of the Parties will meet as the State may reasonably request to discuss matters arising under this RFP. Such meetings will include the following:
For each such meetings, upon the State request, the Contractor must prepare and distribute an agenda, which will incorporate the topics designated by the State. The Contractor must distribute such agenda in advance of each meeting so that the meeting participants may prepare for the meeting. In addition, upon the State request, the Contractor must record and promptly distribute minutes for every meeting for review and approval by the State.
The Contractor must notify the State Executive Program Manager in advance of scheduled meetings with end users or designated alternates (other than meetings pertaining to the provision of specific services on a day-to-day basis) and must invite the Executive Program Manager to attend such meetings or to designate a representative to do so.
Open and honest bi-directional feedback as to overall Service performance, Contractor/State working relationships, Contractor personnel matters, replacement or augmentation of Contractor Staff, Contractor support (or lack thereof) of State IOP initiatives, opportunities for refinement or enhancement of services or service quality and other matters as appropriate.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: _Toc31957562]6.5     IOP Continuous Improvement: Roadmap Foundation and Regular Updates
Following the conclusion of the Transition period, the Contractor must provide a continuous improvement review of IOP that is designed to refine and optimize the use of IOP assets that are currently deployed, licensed or available to the State that is designed to:
Refine operational use of IOP assets from an end-user and business Stakeholder “use and usability” perspective through one or more of: business process optimization; streamlining customizations and workflows; refining the implementations of modules and functions that comprise IOP;
Establish a roadmap that sets the foundation for continued and expanded use of IOP both within existing agencies, new agencies and complimentary/overlapping application areas in the State that are better suited being served by IOP rather than disparate software tools deployed in the State;
Review IOP service delivery capabilities and agency interaction functions and design engagement models, adoption opportunities, communications/awareness and “marketing” that better align IOP Service Delivery (provided by the State and Contractor as an integrated team) with agency needs, expectations and State application rationalization objectives; and
Identify, remediate or recommend eliminating non-value-added functions within IOP Service Delivery to both better serve State users of IOP (as a service) and better support users with enhanced or streamlining of IOP functions, processes, workflows and capabilities.

Conceptually, this effort is designed to foster better use of IOP and increase State use of the IOP assets and services and can be conceptually viewed in aggregate as:
[image: cid:image001.png@01D559A1.1B3718A0]

Within 90 days of the completion of the Transition, and then every six (6) months thereafter, the Contractor must provide a team to independently review the use and usefulness of IOP and identify specific improvement initiatives in a multi-year roadmap that incorporates the current functional, technical and operational footprint of IOP, State implemented and licensed modules, implementation/customization specifics and Industry/Contractor leading practices. This Deliverable must include at a minimum:
· An inventory of improvement opportunities, ideas and recommendations.
· A multi-year phasing strategy and high-level effort budget that includes Contractor, IOP, and business stakeholder involvement and roles/responsibilities.
· A prioritization of the inventory based on investment, timing, need and return (e.g., easy to implement, high return; complex to implement, low return; part of a larger initiative), sequencing, practicality and other dimensions that will allow the State to consider and implement based on the availability of funding, resources and other factors.
· An assessment of current IOP/State practice vs Industry/Contractor leading practices in a Strengths, Weaknesses, Opportunities and Challenges type of framework that is grounded in the practicalities of investment, timing, State priorities and ROI concepts.
· Linkages of the inventory elements (e.g., dependencies, bundling, sequencing).
· A presentation initially to the IOP executive leadership, the IOP stakeholders, as appropriate.
Thereafter, the Contractor must on at least an annual basis, update the above Deliverable with progress, new opportunities, achievements and other practical factors that are designed to provide a consistent IOP direction that balances operations, maintenance, projects and the roadmap that is designed to help the State and Contractor advance the art (as viewed by end-user and Stakeholder) perceived and experienced value of IOP from a practical and strategic perspective.

[bookmark: _Hlk26353576][bookmark: _Toc208994944][bookmark: _Toc209334022][bookmark: _Toc211081220]The State has initially requested a pool of 8,000 hours to implement a mutually agreeable set of these Continuous Improvement elements as contained in the aforementioned Deliverable. The State, in consideration of the content, value, practicality and other factors may elect to increase or reduce these hours to implement elements respectively. The initial hours pool must be priced by the Contractor to be applicable commencing FY21 and revisited annually in the context of the roadmap, State priorities, funding availability and other factors, but notwithstanding these implementation specifics, the Contractor’s effort in the creation of the initial roadmap. Discretionary hours will be utilized via a Contract Amendment and calculated based on hours consumed multiplied by a position(s)  on the Contractor’s rate card.
[bookmark: _Toc31957563]6.6    Regular Meetings and Conference Calls
Within thirty (30) days after the Effective Date, the parties will determine an appropriate set of scheduled periodic monthly meetings or telephone conference calls to be held between representatives of the State and the Contractor. At either party’s request, the other party will publish its proposed agenda for any meeting sufficiently in advance of the meeting to allow meeting participants an opportunity to prepare. All meetings will be held in such location as mutually agreed by the parties. The parties contemplate that such meetings will include the following:
A monthly meeting among the State Account Representative, the Contractor Account Representative and any other appropriate operational personnel to discuss daily performance and planned or anticipated activities that may adversely affect performance or any contract changes;
A quarterly management meeting of the Service Management Committee; and
An annual senior management meeting to review relevant performance and other issues.
[bookmark: _Toc208994946][bookmark: _Toc209334024][bookmark: _Toc211081221][bookmark: _Toc31957564]6.7  System Environment Changes
Contractor must comply with the following control procedures for any changes to the Contractor provided/managed environments or supporting production infrastructure (“System Environment Changes”):
Contractor must schedule its implementation of System Environment Changes so as not to unreasonably interrupt State business operations.
Contractor must make no System Environment Changes that would materially alter the functionality of the systems used to provide the services or materially degrade the performance beyond the established response times for online transactions (4-6 seconds in the absence of a benchmark), or more than 10% from established schedules or SLAs as established of the services, without first obtaining State approval. In the case of an emergency, and in keeping with then-current State security policies, the Contractor may make temporary System Environment Changes at any time and without State approval, to the extent such System Changes are necessary, in the Contractor’s judgment, (i) to maintain the continuity of the services, (ii) to correct an event or occurrence that would substantially prevent, hinder or delay the operation of State critical business functions; and (iii) to prevent damage to the Contractor’s network. The Contractor must promptly notify the State of all such temporary System Environment Changes. At the conclusion of the emergency, the Contractor must restore any System Environment Changes to the pre-emergency state, and if the change is deemed necessary for normal operation of the system, a corresponding change request must be initiated for State review and approval. 
The Contractor must review and perform a root-cause analysis of any deviation from scheduled System Environment Changes and failed System Environment Changes.
Prior to using any software or equipment to provide the services, Contractor must utilize State SDLC defined testing efforts including all required testing with the exception of User Acceptance or Validation testing, which will be performed by the State to verify that the item has been properly installed, is operating substantially in conformance to its specifications, and is performing its intended functions in a reliable manner in keeping with the defined Service Levels in effect at the time of the change.
Contractor must follow a mutually agreed, formalized and published methodology in migrating systems, environments, configurations and Contractor supplied programs from development and testing environments into production environments.
6.7.1   Code Based System and Environment Changes
For those System Changes (updates, upgrades, patches or otherwise) to any State system or environment within the Contractor’s scope of work that involve the change of code or data whether associated with IOP, the Contractor must:
Establish, publish and maintain a formal release calendar in consideration of the scheduled or required changes to IOP;
Develop release packaging rules that includes provisions for Contractor system and performance testing, State review and approval of Contractor results, provisions for State acceptance or validation testing (depending on the nature of the change);
Operational procedures to backup or otherwise copy the IOP environment prior to implementing the change;
Change implementation roles and responsibilities prior to making the change; and
Rollback or reversibility considerations including success/failure criterion applicable to the change.

The Contractor must implement, utilize and maintain:
State provided code management, version control tools based on the rational change management suite; and
Requirements traceability for all elements of a system change.

The Contractor must:
Ensure that all changes adhere to State security, privacy and data handling policies;
Employ standard test beds that are utilized and extended for purposes of fully demonstrating completeness of adherence to business, functional and technical requirements at State required quality levels;
Utilize Contractor provided/managed automated methods and tools for accomplishment of routine testing functions, wherever possible; and
If applicable, include performance testing for high volume (transaction or data) transactions at the mutual agreement of the State and Contractor in consideration of the contents of a change.
[bookmark: _Toc208994958][bookmark: _Toc209334037][bookmark: _Toc31957565] Reporting
The Contractor must implement and utilize measurement and monitoring tools and metrics as well as standard reporting procedures to measure, monitor and report the Contractor's performance of the services against the applicable Service Level Specific Performance plus the Overall Performance Score and provide any other reports required under this RFP. The Contractor must provide the State with access to the Contractor’s asset management reports used in performing the services, and to on-line databases containing up-to-date information regarding the status of service problems, service requests and user inquiries. The Contractor must provide the State with information and access to the measurement and monitoring reports and procedures utilized by the Contractor for purposes of audit verification. The State will not be required to pay for such measurement and monitoring tools, or the resource utilization associated with their use.
Prior to the Commencement Date, the Contractor must provide to the State proposed report formats, for State approval. In addition, from time to time, the State may identify a number of additional reports to be generated by the Contractor and delivered to the State. Generally, the Contractor tools provide a number of standard reports and the capability to provide real-time ad hoc queries by the State. Such additional reports must be electronically generated by the Contractor and provided as part of the services and at no additional charge to the State. To the extent possible, all reports must be provided to the State on-line in web-enabled format and the information contained therein must be capable of being displayed graphically.
At a minimum, the reports provided by the Contractor must include:
Monthly Service Level report(s) documenting the Contractor's performance with respect to Service Level Agreements;
Monthly report(s) describing the State utilization of each particular type of Resource Unit, and comparing such utilization to then applicable baseline for each Resource Unit;
A number of other periodic reports requested by the State, which the State reasonably determines are necessary and related to its use and understanding of the services; and, 
Reports that contain resource unit utilization data at a level of detail, and any other similar and related information that the State reasonably determines is necessary, to enable the State to verify and allocate accurately the Contractor's charges under this RFP to the various business units and divisions of the State and the other eligible recipients. 
1.13. [bookmark: _Toc208994959][bookmark: _Toc209334038][bookmark: _Toc31957566]         Back-Up Documentation
As part of the services, the Contractor must provide the State with such documentation and other information available to the Contractor in order to verify the accuracy of the reports provided by the Contractor. In addition, the Contractor must provide the State with all documentation and other information reasonably requested by the State from time to time to verify that the Contractor's performance of the services is in compliance with the Service Levels and this RFP.
1.14. [bookmark: _Toc208994960][bookmark: _Toc209334039][bookmark: _Toc31957567] 	Correction of Errors
As part of the services and at no additional charge to the State, the Contractor must promptly correct any errors or inaccuracies in or with respect to any required reports. 
1.15. [bookmark: _Toc208994962][bookmark: _Toc209334041][bookmark: _Toc211081225][bookmark: _Toc31957568]Formal Benchmarking
1.15.1. [bookmark: _Toc208994963][bookmark: _Toc209334042] 	Benchmarking: General
The State may request the services of an independent Third Party (a “Benchmarker”) to compare the quality and price of the services against the quality and price of well-managed operations performing services of a similar nature. The State uses the Benchmarker to validate that it is obtaining pricing and levels of service that are competitive with market rates, prices and service levels, given the nature, volume and type of services provided by the Contractor hereunder “Benchmarking”.
1.15.2. [bookmark: _Toc208994964][bookmark: _Toc209334043] 	Frequency & Designation of Benchmarker
The State may request Benchmarks during the term of the Contract at any time after completion of Transition; no more frequently than every two years.
For purposes of performing Benchmarking services, the State will designate a nationally recognized Benchmarker as the Third Party Benchmarker.
The Benchmarker will execute an agreement with the State, which will at a minimum reflect the requirements set forth in this section.
The Benchmarker will not be compensated on a contingency fee or incentive basis. 
The State and the Contractor will share equally the fees and expenses the Benchmarker charges in conducting the Benchmark.
1.15.3. [bookmark: _Toc208994965][bookmark: _Toc209334044] 	Benchmarking Methodology
The State, the Contractor, and the Benchmarker will conduct the Benchmark in accordance with the following Benchmark process: 
The Benchmarker will conduct the Benchmark using a Representative Sample.
Prior to performing the comparison, the Benchmarker will provide and review the Benchmark methodology with the State and the Contractor and will explain how each Comparator in the Representative Sample compares to the relevant normalization factors and the normalization approach that will be applied.
 The State and the Contractor will mutually agree to the Benchmark methodology and any appropriate adjustments necessitated by differences in the services provided to the State and the services provided to the Comparators in the Representative Sample.
Normalization is used by the Benchmarker to ensure appropriate adjustments are made to all data relating to each of the Comparators in the Representative Sample to account for any differences between the services provided to the State and the services provided to the respective Comparator that may impede a true “like-for-like” comparison. These normalization factors may include: 
· Scope and nature of services;
· Respective services environments;
· The hardware or software used or required to provide the services;
· Geographic disparity of services delivery and recipient locations; 
· Industry differences affecting information technology costs; 
· Economies of scale; 
· Size of investment;
· Volume of services being provided;
· Duration of the contractual commitment; 
· Service levels; 
· Complexity factors (including operating environment);
· Contractor contract considerations and constraints;
· Degree of standardization; 
· Financial engineering and allocations;
· Any additional or value-added services performed by the Contractor and not received by the Comparator(s);
· The State or the Comparators’ unique requirements or limitations; 
· Terms and conditions under which the State received services; 
· Terms and conditions under which the Comparators received services; and
· Any other relevant factors. 
The Benchmarker will meet with the State and the Contractor to explain how the normalization was performed on each Comparator in the Representative Sample and will provide the State and the Contractor the pre adjustment and post adjustment Comparator data, while preserving the confidentiality of the Comparator. 
Neither the State nor the Contractor will be required to disclose to the Benchmarker actual performance against Service Levels or other actual performance comparison.
The representative sample used by the Benchmarker for the Benchmark will be reasonably current (i.e., based on services provided to the State and the Comparators no more than 12 months prior to the start of the Benchmark). 
During the 30-day period after the Benchmarker completes the data gathering, but before the Benchmarker has concluded the Benchmark analysis, the State and the Contractor will have an opportunity to verify the Benchmark conformed to the agreed Benchmark process.
The State and the Contractor agree to participate jointly in all discussions with the Benchmarker and to cooperate reasonably with the Benchmarker in the Benchmark activities; provided, however, in no event will the Contractor be required to provide the Benchmarker with the Contractor cost data or data from other Contractor customers. 
The State and the Contractor agree that all information provided to or obtained from the Benchmarker will be provided to both the State and the Contractor, unless otherwise agreed.
The State and the Contractor agree that the Benchmark will be conducted in a manner that will not unreasonably disrupt either Party’s performance of the services. 
Any Benchmarker engaged by the State will not be a direct Contractor competitor and will agree in writing to be bound by the confidentiality and security provisions specified in this RFP and specify that the data provided by the State and the Contractor may not be used for any purpose other than conducting the Benchmark of the services. The Contractor must cooperate fully with the State and the Benchmarker and will provide access to the Benchmarker during such effort, at the Contractor’s cost and expense. 
1.15.4. [bookmark: _Toc208994966][bookmark: _Toc209334045] 	Standard and Adjustments for Benchmarking
The Benchmark Level will be the highest price of the total charges attributable to the Benchmarked services areas (e.g., Service Desk, Application Operations, Maintenance/Break-Fix, Infrastructure Advisory, Security, Performance Management etc.)  within the top quartile among the Comparators comprising the representative sample. The Benchmarker will calculate the range of the first quartile using the Excel spreadsheet macro for quartile calculations.
If the Benchmark determines that the charges paid by the State for all services or for any Functional Services Area are less favorable to the State and the charges for the Benchmarked services area is in the aggregate equal to or less than the established 10% dead band, then there will be no adjustment to such charges. If the Benchmark determines that the charges are in the aggregate higher than the Benchmark level for such services area and the difference between the Benchmark level and the charges for the Benchmarked services area is in the aggregate equal to or less than the established 10% dead band, then there will be no adjustment to such charges.
If the Benchmark determines that the charges for any Benchmarked functional service area are in the aggregate higher than the Benchmark level for such services area and the difference between the Benchmark level and the charges for the Benchmarked services area is in the aggregate greater than the established 10% dead band of the charges for such services area, then:
Based on consultation with the State and the State’s consent, the Contractor must either reduce such charges for that year, or increase areas of service to be commensurate with the fees being charged to bring the charges for the Benchmarked Services Area within the established 10% dead band; provided that such reduction will be limited to no more than 5% of the current year’s charges, as measured against the originally anticipated revenue for such year. As part of the current year’s benchmark, future year’s charges or services will be adjusted so that they are no greater than the current year’s adjusted charges; provided that the cumulative adjustments made to future year’s charges must be no more than 5% of that year’s charges; or
If the Contractor is unwilling to bring the charges for the Benchmarked services area within the established 10% dead band as described above, then the State may exercise its right to terminate for cause the affected Benchmarked services area, as described in Attachment Four of the RFP.
Any changes made to the charges pursuant to a Benchmark will take effect on a prospective basis 30 days following the Benchmarker’s delivery of the final benchmark results.
1.16. [bookmark: _Toc208994970][bookmark: _Toc209334049][bookmark: _Toc211081226][bookmark: _Toc31957569]Contractor Best Practices
The Contractor acknowledges that the quality of the services provided in certain service areas can and must be improved during the Term and agrees that the Service Levels in such service areas will be enhanced periodically in recognition of the anticipated improvement in service quality. The Contractor must propose improved quality of the services provided in such areas to meet or exceed the enhanced Service Levels and must do so at no additional charge to the State. The Contractor must implement industry best practices including but not limited to items included in this RFP, ITIL tools and process compliance, COBIT, CMM development and testing. The State may consider other practices based on the Contractor’s eminence and experience in operating systems of a similar scope and complexity.
In conjunction with regularly scheduled operational meetings with State personnel or a meeting of the Service Management Committee, and in conjunction with continuous improvement requirements of this Contract, the Contractor may elect to sponsor a meeting to review recent or anticipated industry trends, emerging technologies, technology advancements, alternative processing approaches, new tools, methodologies or business processes (collectively “best practices”) that, at the State’s choosing, could alter the cost, efficiency, computing capacity, server density or otherwise drive efficiencies for both the State and the Contractor.
The Contractor must perform its obligation, including its obligations with respect to continuous improvement, in accordance with the common Six Sigma Quality Improvement Methodology (or similar quality management methodologies that the Contractor may utilize). The State is under no obligation to accept or implement these “best practices”, and absent a formal approval to implement these changes with a corresponding change order and/or Amendment, the Contractor is under no obligation to implement these “best practices”.
1.17. [bookmark: _Toc208994974][bookmark: _Toc209334053][bookmark: _Toc211081227][bookmark: _Toc31957570]SSAE18 Reporting
Once every calendar year, the State will conduct an annual Statement of Auditing Standards (SSAE18 Type II) audit covering at least the preceding period, for IOP service locations or service types for which the Contractor, may be delivering or reliant upon. 
To the extent such reports are pertinent to the Contractor services, the Contractor must support and make available all delivery artifacts including reports, security profiles, logs, tickets, documentation, work products, Deliverables and other items as reasonably requested. 
The audit will be a multi-customer SSAE18 Type II covering the common processes controlled and performed by the Contractor at IOP service and delivery locations in administering the service to the State. A copy of each of the resulting audit reports will be delivered to the State and made available to the Contractor for those items pertinent to the Contractor in understanding, addressing and resolving any identified issues, concerns and/or weaknesses within 30 days following the conclusion of the SSAE18 Type II audit. 
It is the sole obligation of the Contractor to remedy any issues, material weaknesses, or other items arising from these audits as they pertain to services or capabilities provided by the Contractor to the State in conjunction with the work in effect at the time of the Audit. 
The Contractor must remedy these issues at no cost to the State. For items that arise as a result of a change in State policies, procedures and activities, after mutual agreement on the underlying cause and remedial activity requirements and plan, State agrees to work, and under agreed terms, to effect the required changes to the services delivery model to remediate issues discovered under a SSAE18 Type II audit. 
[bookmark: _Toc31957571]Contract Conclusion Requirements: Transition to Successor MSV or State at Contract Termination or Non-Renewal
1.18. [bookmark: _Toc209337444][bookmark: _Toc31957572]Overview
In addition to overseeing/coordinating the transition services required in the MCSA, the Contractor must provide to the State the Termination Assistance Services set forth herein in connection with the termination or expiration of the Contract.
To the extent the Termination Assistance Services include any tasks which Contractor is not otherwise obligated to perform under the Contract, the charges will be based on then-current rates for services as proposed by Contractor in this RFP or prevailing rates at the time of termination, whichever is lower.
[bookmark: _Ref79831570]“Termination Assistance Services” will mean (a) to the extent requested by the State, the continued performance by Contractor of its obligations under the Contract (including providing the services which are subject to termination or expiration), and (b) the provisioning of such assistance, cooperation and information as is reasonably necessary to help enable a smooth transition of the applicable services to the State or its designated Third Party provider (“Successor”). As part of Termination Assistance Services, Contractor must provide such information as the State may reasonably request relating to the number and function of each of the Contractor personnel performing the services, and Contractor must make such information available to the Successor designated by the State.
Contractor must cooperate with the State in its attempts at transferring the services responsibilities another provider in a manner in keeping with not adversely affect the provision of ongoing services.
1.19. [bookmark: _Toc209337445][bookmark: _Toc31957573]Responsibilities
Commencing no less than six (6) months prior to expiration of this Contract or on such earlier date as the State may request, or commencing upon a notice of termination  or of non-renewal of this Contract, and continuing through the effective date of expiration or, if applicable, of termination of this Contract, Contractor must provide to the State, or at the State’s request to the State’s designee, the termination/expiration assistance requested by the State to allow the services to continue without interruption or adverse effect and to facilitate the orderly transfer of the services to the State or its designee (including a competitor of Contractor). Contractor must also provide Termination/Expiration Assistance in the event of any partial termination of this Contract (e.g., termination of an element or other component of the services) by the State, such assistance to commence upon the State’s notice of termination to Contractor. Termination/Expiration Assistance will include the assistance described in the following:
[bookmark: _Ref166432041]The State or its designee will be permitted, without interference from Contractor, to hire any Contractor Personnel primarily performing the services as of the date of notice of termination, or, in the case of expiration, within the six (6) month period (or longer period requested by the State) prior to expiration. Contractor must waive, and must cause its subcontractors to waive, their rights, if any, under contracts with such personnel restricting the ability of such personnel to be recruited or hired by the State or the State’s designee. The State or its designee will have access to such personnel for interviews and recruitment.
If the State is entitled pursuant to this Contract to a sublicense or other right to use any software owned or licensed by Contractor, Contractor must provide such sublicense or other right.
Contractor must obtain any necessary rights and thereafter make available to the State or its designee, pursuant to agreed terms and conditions, any Third Party services then being utilized by Contractor in the performance of the services, including services being provided through Third Party service or maintenance contracts on equipment and software used to provide the services. Contractor will be entitled to retain the right to utilize any such Third Party services in connection with the performance of services for any other Contractor customer.
[bookmark: _Ref166328238]For a period of up to twelve (12) months following the effective date of termination/expiration under other provisions of this Contract, at the State's request Contractor must continue to provide Termination/Expiration Assistance. Actions by Contractor under this section will be subject to the other provisions of this Contract.
[bookmark: _Ref166328318]In the process of evaluating whether to undertake or allow termination/ expiration or renewal of this Contract, the State may consider obtaining provisions for performance of services similar to the services following termination/ expiration of this Contract or to return these services to the State for ongoing operation. As and when reasonably requested by the State for use in such a process, Contractor must provide to the State such information and other cooperation regarding performance of the services as would be reasonably necessary for the State or a Third Party to prepare an informed option analysis for such services, and for the State or a Third Party not to be disadvantaged compared to Contractor if Contractor were to be invited by the State to submit a proposal.
[bookmark: _Ref166483979]Contractor acknowledges that, in the event it breaches (or attempts or threatens to breach) its obligation to provide Termination/Expiration Assistance as provided in this section, the State will be irreparably harmed. In such a circumstance, the State may proceed directly to court. If a court of competent jurisdiction should find that Contractor has breached (or attempted or threatened to breach) any such obligations, Contractor agrees that, without any additional findings of irreparable injury or other conditions to injunctive relief (including the posting of bond), it will not oppose the entry of an appropriate order compelling performance by Contractor and restraining it from any further breaches (or attempted or threatened breaches).
Contractor must provide State an inventory of resources (or resource full time equivalents) then performing work under the Managed Services work to assist the State in determining the appropriate resourcing and skill model required for the State or a State contracted Third Party to assume the services as provided by the Contractor at the time of termination. This resource inventory must include (at a minimum); full-or part time equivalent resource models; skill and experience levels; education or technical skill certification levels required; and other mutually agreeable and pertinent information for the State to assemble or source the capabilities to perform the work described herein upon termination of the Contract post transition of services. Contractors are to note State does not require names of individuals as part of fulfilling this requirement.

In addition to the requirements in this section, in the event of a transfer of services back to the State and at the State’s sole discretion, Contractor must design and implement a training program to State employees designed to convey operational and technical knowledge associated with the ongoing operation of the Contractor provided/managed applications and systems, conduct knowledge and documentation transfers for the then current operational processes and tasks and work to ensure an overall continuity of services until such time as State employees can reasonably perform the roles in keeping with service levels and other operational quality, timeliness and accuracy considerations associated with the delivery of the service. These services must be priced utilizing the then current Contractor rate card at the time of the request and as approved by the State.
1.20. [bookmark: _Toc209337446][bookmark: _Toc31957574]Standards
The terminated or expired services must be transferred to the State or its successor(s) in an efficient and orderly manner.
The impact on the State’s business (including its personnel and customers) and the internal and Third Party IT-related costs incurred by the State in transferring the Terminated Services are acceptable to the State under the circumstances.
The Terminated Services continue to be performed by Contractor without disruption or deterioration until the transfer has occurred: (i) consistent with the terms and conditions of this Contract, or (ii) except as approved by the State.
Any disruption or deterioration of the remaining services following the transfer (except as approved by the State or included in the Termination Assistance Plan) to the extent the same is within the control of Contractor and as agreed with the State.
In an effort to facilitate transition of responsibilities, the Key Management Position obligations in the Governance Section of this Supplement will continue to apply during the agreed Termination Assistance Period.
1.20.1. [bookmark: _Toc209337447] Termination Assistance Plan
The contents of Termination Assistance Plan must include the services, functions, and activities as defined below:
Documentation of existing and planned projects and support activities.
Identification of the services and related positions or functions that require transition and a schedule, plan and procedures for the State or its designee assuming or reassuming responsibility.
Description of actions to be taken by Contractor in performing Termination Assistance.
Description of how the transfer of (i) relevant information regarding the services, (ii) resources (if any), (iii) operations and (iv) contracts (if any) will be achieved.
Description in detail of any dependencies on the successors necessary for Contractor to perform the Termination Assistance Services (including an estimate of the specific Contractor staffing required).
Inventory of documentation and work products required to facilitate the transition of responsibilities.
Assist the State in the identification of significant potential risk factors relating to the transition and in designing plans and contingencies to help mitigate the risk.
Set out the timeline for the transfer of each component of the terminated services (including key milestones to track the progress of the transfer).
Define a schedule and plan for Contractor’s return to the State of (i) the State Service locations then occupied by Contractor (if any), and (ii) the State Confidential Information, the State Data, documents, records, files, tapes and disks in Contractor’s possession.
1.21. [bookmark: _Toc209337448][bookmark: _Toc31957575]Termination Management Team
Contractor must provide a senior Project Manager who is responsible for Contractor’s overall performance of the Termination Assistance Services and who will be the primary point of contact for the State in respect of the Termination Assistance Services during the Termination Assistance Period. 
The State will appoint a senior Project Manager who will be the primary point of contact for Contractor during the Termination Assistance Period. Additionally, the State may appoint a Transformation Team that would be responsible for the review of then current services provided by the Contractor and work to facilitate an orderly transition of services.
1.22. [bookmark: _Toc209337449][bookmark: _Toc31957576]Operational Transfer
Contractor must perform the activities reasonably required to help effect a smooth and orderly transfer of operational responsibility for the Terminated Services.
Contractor must facilitate access to the State source code, object code, object and production libraries, reference files, field descriptions, record layouts and technical specifications.  Also, Contractor must facilitate access to run documentation for the State software then in Contractor’s possession including tools, scripts, production schedules and procedures as required to support the Contractor provided/managed applications which may be used in training, knowledge transfer, sizing assessments, operational reviews and other uses required by the State at the time of Transfer.
Contractor must cooperate with the successors in conducting migration testing.
Contractor must provide the State-owned documents and information related to the functionality, program code, data model and data base structure, and access methods for the Contractor provided/managed applications and manual and automated processes used for the State, within the possession or control of Contractor, and review such processes, documents and information with the successor as reasonably requested.
Contractor must cooperate with the State’s test plans, back out procedures, and contingency plans as part of the migration of Terminated Services.
After the transfer of the provision of Terminated Services to the State, its designee(s), or both, Contractor must provide additional assistance as reasonably requested by the State to facilitate continuity of operations, through the end of the Termination Assistance Period.
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