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This supplement describes the Work and what the Contractor must do to get the job done. It also describes what the Contractor must deliver as part of the completed Work (the "Deliverables").
Additionally, it gives a detailed description of the Background and Contractor’s Work’s schedule.

PART 1: PUCO OVERVIEW
The Public Utilities Commission of Ohio (PUCO) affects every household in Ohio. That's because the PUCO regulates providers of all kinds of utility services, including electric and natural gas companies, local and long-distance telephone companies, water and wastewater companies, rail and trucking companies. The PUCO was created to assure Ohioans adequate, safe and reliable public utility services at a fair price. The PUCO also has responsibility for facilitating competitive utility choices for Ohio consumers to choose their own energy supplier for natural gas or electricity.

To carry out its responsibilities, the PUCO employs a professional staff that includes engineers, economists, attorneys and safety inspectors. Continually monitoring the activities of utility and transportation companies, the PUCO works to ensure safe and reliable services for all Ohioans.  The PUCO mission is accomplished by the following activities:

1. Providing information about Ohioans’ rights and responsibilities as a utility customer and publishes the Apples to Apples cost comparisons for energy services where you have a choice at www.energychoice.ohio.gov.
2. Mandating the availability of adequate, safe and reliable utility service to all business, industrial and residential consumers.
3. Ensuring financial integrity and service reliability in the Ohio utility industry. 
4. Promoting utility infrastructure investment through appropriate regulatory policies and structures.
5. Regulating utilities’ rates and terms of service for monopoly and non-competitive services.
6. Monitoring and Enforcing compliance with rules and statutory protections against deceptive, unfair, unsafe and anti-competitive utility practices.
7. Safeguarding the security of Ohio’s regulated motor carrier and rail operations, through aggressive inspection, training, monitoring and education programs. 
8. Enhancing safety at all public highway-railroad grade crossings in Ohio through education and the installation of lights and gates and other safety devices.
9. Resolving through mediation, arbitration, and adjudication disputes between utilities and residential, commercial and industrial customers, as well as between competing utilities.
10.  Fostering competition by establishing and enforcing a fair competitive framework for all utilities.
11. Utilizing advanced technology for monitoring and enforcing utility compliance, facilitating the provision of information to stakeholders, and sharing information between state and federal agencies.

PUCO Organization
The PUCO is organized into the following departments.

Administration
The Office of Administration provides internal support, including docketing, necessary for the day-to-day operations of the agency.

Attorney General
The Attorney General's public utilities section represents the PUCO staff before the Commission and represents the Commission itself before the Supreme Court of Ohio, other state and federal courts, and federal administrative agencies.

Business Resources
The Business Resources Department includes the Human Resources division, the Fiscal and Office Services division, and the Information Technology division.

Commission offices
The Commission offices consist of the commissioners and their aides.

Federal Energy Advocate
The Office of the Federal Energy Advocate monitors the actions of federal agencies including the Federal Energy Regulatory Commission (FERC), the United States Environmental Protection Agency (USEPA), and United States Department of Energy (USDOE). The office advocates for PUCO’s policy positions in proceedings before FERC to promote just and reasonable wholesale tariffs that ensure reliability and the interests of citizens of the state. The office also holds primary responsibility for monitoring PJM.
The office also monitors the wholesale and retail competitive energy markets, reviews the long-term forecast reports of energy utilities in Ohio, and develops its own independent long-term forecast of energy requirements for the state.

Legal
The Legal Department's attorney examiners conduct public hearings, issue procedural entries, and draft the opinions and orders issued by the Commission. The attorney examiners also answer inquiries about public hearings and case processing.

Public Affairs
The Office of Public Affairs communicates utility information to Ohioans in a timely, accurate and understandable manner. The office works to provide information and education about utilities and the PUCO to many stakeholders including Ohio consumers, media, elected officials and others.

Rates and Analysis
The Rates and Analysis Department participates in federal and state programs and investigations regarding energy policy, delivery and reliability; monitors and advises on utility conformance with prudent corporate oversight practices and procedures; monitors energy efficiency and portfolio compliance requirements; processes utility rate change requests and performs technical investigations.
The department is comprised of the administration; market and corporate oversight; policy and research; regulatory services; siting, efficiency and renewable; and telecom and technology divisions. The Rates and Analysis Department also houses staff for the Ohio Power Siting Board.

Service Monitoring and Enforcement
The Service Monitoring and Enforcement Department examines the quality of service provided by utility companies to ensure that safe, dependable and quality services are being provided. The department also handles requests for information, complaints and attempts to resolve consumer problems without the need for a formal hearing. PUCO investigators answer and respond to thousands of customer complaints and requests for information each year through the PUCO Call Center. To learn more about contacting the Investigations and Audits Division, visit the PUCO's contact us page.

Transportation
[bookmark: 1.2._Background.][bookmark: bookmark2]The Transportation Department regulates railroad, trucking, bus and watercraft companies across a broad range of activities. The PUCO places strong emphasis on safety in the commercial trucking and railroad industries. To increase motorist and pedestrian safety, the department provides technical help and allocates federal and state funds for safety devices at railroad grade crossings.

The PUCO Salesforce Systems Applications are comprised of the following applications: Annual Reports and assessments, Backlog, Call Center, Change Request System, Civil Forfeiture, Civil Forfeiture Admin, Compliance and Enforcement, Compliance Review Evaluation, Crash Reporting, Damage Prevention Case Management, Data Dictionary, Hazmat Incident Reporting, IT Help Desk, IT Invoice Tracker, Motor Carrier Registration, Ohio Power siting Board Call Center, Paper Check Processing, Request for Information, Safety Audit Evaluation, Transportation Case Management, TransReview, Telephone Relay Service and Vehicle Management.

PART 2: PUCO SALESFORCE SYSTEM OVERVIEW
The PUCO Salesforce org has 162 objects, out of which 113+ are custom objects.  The org uses 21% of apex code, 80 process builders, 219 Conga templates (for document generation).  Applications are provided for public and authenticated community users as well as internal staff.  The system leverages several roles which support the complexity of the Commission’s diverse program requirements to provide appropriate access for staff, regulated industries, citizens, and others.

	Object
	Fields & Relationships
	Page Layouts
	Buttons, Links and Actions
	Object Limits > 50%
	Record Types
	Triggers
	Validation Rules
	Workflow Rules
	Process Builder
	Flow Builder

	Account
	154
	3
	27
	Roll up Summary Fields
	1
	1
	13
	8
	 0
	 0

	Application
	66
	4
	11
	None
	3
	1
	10
	7
	 0
	 0

	Case
	362
	24
	51
	Active lookup filters, Active workflow rules, Rollup Summary Fields
	11
	4
	44
	92
	21
	 1

	Case Grade
	51
	4
	8
	None
	4
	0
	0
	6
	 1
	 0

	Contact
	54
	3
	23
	None
	0
	1
	8
	 1
	 0
	 0

	Compliance Review
	202
	4
	9
	 NA
	 0
	0 
	0 
	7
	 0
	0 

	CR Evaluation
	124
	1
	11
	None
	 1
	0 
	0 
	0 
	1 
	0 

	Financial Transaction
	20
	3
	8
	 NA
	 0
	1
	4
	 0
	0 
	0 

	Inspection
	181
	3
	12
	None
	0
	1
	1
	11
	 0
	 0

	Invoice
	50
	1
	27
	None
	0
	1
	7
	11
	 0
	 0

	Invoice Detail
	41
	1
	8
	None
	0
	1
	1
	1
	 0
	 0

	Violation
	118
	9
	10
	None
	4
	1
	7
	 8
	0 
	0 



	The PUCO Salesforce environment includes:

	Tools
	Salesforce Community and Shield
Conga Composer & Conductor
Gearset
Bit Bucket
SKUID
Validity
Provar
Beyond Compare
Calendly
Own Backup
	Cboss
Survey Monkey
Vertiba Form Tool
Adoption Dashboards
Work Bench
Welkin Suite
Source Tree
Git Bash
Check21
Sesame Soft 



The following description provides background of the number of users and the functionality of the above noted applications.  See Attachment 12 for a description of the Salesforce Applications.

	The PUCO Salesforce environment supports:

	Application or Function Name
	Estimated number of unique businesses in PUCO Salesforce system.  Does not account for unique contacts or roles.
	Description

	Mandatory Annual Report Filings
	Utility Annual Report – 1,900
Gas Pipeline Throughput – 200
Telecommunication Relay – 400
Forecasting Gas/Electric – 15




	Web-based form with ability to attach required supplemental documents. Allows PUCO staff to easily manage and ensure compliance with annual report requirements, as well as obtain 
data from the system for analysis.  The annual report filings have a public facing element enabling the public to view public filings, and an authenticated user log-in for the PUCO Community for external filers. 

	               Annual
Assessments               
	Assessments – 2,515/annually
Transportation – Civil Forfeiture – 15,000/annually.

Under development (Winter/Spring 2020):
· Transportation Registration – 3,000/annually
· Ohio Power Siting Board (OPSB) escrow deposits – 200/annually
· Damage Prevention registration – 20,000                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     
	Salesforce supports the PUCO’s billing/collection of $50 million in annual revenue.

· Remittance via check and electronic payments
· Financial transaction reconciliation against 3rd party payment gateway
· General ledger reconciliations
· Automated payment reminders and late notices
· Invoice generation 

	Billing Contacts
	1,600 direct account contacts
4,000 role-based relationship contacts
25 contact supporting multiple accounts
2,500 PIN validation access

	Secured community user contacts with role-based assignment or PIN validation access.

	Case Management
	67,000 Call Center Contacts
15,000 Informal Investigations
80 Damage Prevention Enforcement Cases
Various Enforcement Actions
2,000 Case Grades (Quality Control)
	Tracking cases, including multiple documents and communications, in order to successfully resolve complaints or take enforcement actions.  Ensure staff adherence to process.

	Inspections
	54 Water Inspections

	Ensure regulated entity compliance as well as agency compliance with state and federal requirements.
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PART 3: SCOPE OF WORK
Initial Deliverable: As a first set of deliverables on this engagement, the Contractor needs to address the recommendations that came from the most recent Ohio Public Utility Commission Org Health Assessment that was completed by Salesforce in November 2019.  The full Health Assessment will be provided to the awarded Contractor.

PUCO requires the following list of issues addressed:

1) Review and provide an action plan to respond to Security Health Check Score.
2) Review current production usage of roles and permissions and provide target design in this area.
3) Develop (Design/Code/Test) the recommendation to bring the number of custom fields in the Case Standard object down from 330 to under 100.
4) Develop (Design/Code/Test) the recommendation to bring the number of active workflows in the Case Standard Object down from 68 to under 10.
5) Develop (Design/Code/Test) the recommendation to bring the number of validation rules in the Case Standard Object down from 47 to under 10.
6) Develop (design/Code/Test) the recommendation to bring the number of page layouts in the Case Standard Object down from 21.
7) Develop (Design/Code/Test) the recommendation to bring the number of record types in the Case Standard Object down from 11.
8) Develop (Design/Code/Test) the recommendation to bring the number of triggers in the Case Standard object down from 4.
9) Develop (Design/Code/Test) the reduction in the number of spanning relationships in the Case Standard Object down from 20 to under 10.

These items will need to be packaged and scheduled for promotion into production as a part of our existing deployment planning process.

SDLC Expectations of Vendor:  The following table includes high level expectations of the Vendor for their project planning and execution.  Attachment A is a Methods and Procedures list for policies for the PUCO Salesforce development environment.  Exceptions must be mutually agreed upon during initial project planning.

	SDLC Stage
	Vendors Responsibility

	Intake
	· Elicit and clarify requirements from business and IT stakeholders	
· Capture the business context and rationale behind the requirements	
· Validate and verify the requirement meets the definition of ready from the business perspective	
· Prioritize requirements against stakeholder needs	
· Define high-level activities for high-priority requirements	
· Finalize and baseline the PUCO Project Request document
Exit Criteria: Reviewed/Approved PUCO Project Request Form

	Analysis
	· Assess the feasibility of the project, considering the cost, time, and overall project scope
· Analyze the domain and the services that the system should provide. Collect user and customer requirements for the system with help from different stakeholders
· Evaluate and address requirements on legacy system to continue remaining services
· Analyze, classify, and reprioritize the defined requirements	
· Ensure defined requirements and functional specifications are in line with user needs	
· Document requirements to communicate requirements between different stakeholders. Use a requirements document to complete this process	
· Validate and verify the requirement is ready for development
Exit Criteria: Reviewed/Approved Requirement document

	Design
	· Assess the requirements document to reveal architecture requirements
· Select the architectural design method (method used to decompose software system into major components) and programming language
· Create a simplified description of an organized system, composed of symbols and built with recognized methods and tools
· Verify design identifies components, defines data flow, and states the functions, data input and output, and resource utilization 
· Ensure design of the system meets user requirements	
· Produce a design document, which is the main output of the design phase, defining the framework of the solution and assisting the team during implementation
Exit Criteria: Reviewed/Approved Design Document

	Build
	· Review the requirements and design documentation to understand and manage dependencies	
· From understanding the design documents, develop a plan and schedule that also assigns development tasks	
· Create software code using previously defined design in a pre-defined programming language 
· Create build, test, and deployment scripts	
· Conduct unit testing, and code integration and regression tests
· Complete code review	
· Merge and version code into source code repository
Exit Criteria: Code reviewed and delivered to PUCO source control environment

	Test
	· Review test strategy.	
· Create the test plan and test cases.	
· Prepare for tests (i.e. test scripts, test environments, test data).	
· Conduct functional and system testing (e.g. integration, performance, regression tests)
· Communicate and document test results. Address defects and issues found in tests.
Exit Criteria: 100% executed, 85% passed test results, no deployment blocking defects

	UAT Test
	· Review UAT test plan..	
· Prepare for tests (i.e. test scripts, test environments, test data).		
· Conduct user acceptance testing (UAT).	
· Communicate and document test results. Address defects and issues found in tests.
Exit Criteria: 100% executed; 90% passed test results, no deployment blocking defects, go decision from project leadership team

	Deploy
	· Define deployment and release plan	
· Design and build the release package	
· Create rollback plan	
· Perform pre-deployment checks and conduct final sanity tests	
· Deploy release package	
· Validate and verify the released product and changes



The State will provide oversight for the Work, but the Contractor must provide overall Project management for the tasks under this Contract, including the day-to-day management of its staff. The Contractor also must assist the State with coordinating assignments for State staff, if any, involved in the Work. Additionally, the Contractor must provide all administrative support for its staff and activities.

Throughout the Work effort, the Contractor must employ ongoing management techniques to ensure a comprehensive Work Plan is developed, executed, monitored, reported on, and maintained.

The Contractor must provide a Senior Project Manager for the Work. The Contractor must employ the proposed Senior Project Manager as a regular, fulltime employee on the Proposal submission date and throughout the term of the Contract, including all renewals.  Personnel employed by the offeror or subcontractors must fill the remaining key personnel positions. Additionally, the Contractor’s full-time regular employees must perform at least 40% of the effort required to complete the Work. The Contractor may use its personnel or subcontractor personnel to perform the remaining 60% of the effort.

Within five business days of receipt of a valid purchase order, the Contractor must hold a kick-off meeting with the State to discuss and plan: the 90-day transition period, if necessary, development of the first IDA and the schedule.  The purpose of the kick-off meeting is to establish the working relationship between the Contractor and the State. The State will also update the Contractor with the current status of the project including any current issues and risks. The meeting will also provide a forum to answer and clarify Contractor questions.  At a minimum, the following Contractor staff must attend the kick-off meeting: Senior Project Manager and Technical Project Leader.

As a part of the State’s and Contractor’s development of each IDA, the analysis of the prioritized initiatives, may include, but not be limited to, business rules analysis, working with PUCO business and information technology subject matter experts, and analysis of software code.

The Contractor will be required to provide one or more of the following services in each IDA. The following list of services is not all inclusive; additional services, support or subject matter expertise for PUCO Salesforce Systems Applications may be required and will be determined as part of the IDA process.

1. On-site technical support of PUCO Salesforce Systems Applications batch production (operations).
2. On-site technical support of PUCO Salesforce Systems Applications on-line production (operations).
3. On-site technical resolution of both batch and on-line problems that have been referred from daily operations through the Help Desk or via a written modification request for PUCO Salesforce Systems Applications.
4. On-site technical support of system development for new PUCO Salesforce Systems Applications functions or enhancements to existing PUCO Salesforce Systems Applications functions.
5. On-site technical support of all interfaces with PUCO Salesforce Systems Applications.
6. On-site technical support in the migration control and standard enforcement quality control functions for PUCO Salesforce Systems Applications.
7. On-site documentation and library support for PUCO Salesforce Systems Applications.
8. On-call technical support as needed at all times, in line with the Contractor On-Call policy that are in place at the time the technical support is needed for PUCO Salesforce Systems Applications.
9. On-site production support, 24X7X365 for PUCO Salesforce Systems Applications.
10. Attend meetings with users and customers of PUCO Salesforce Systems Applications.
11. Support the PUCO Salesforce Systems Applications Help Desk.
12. On-site technical support of disaster data recovery of PUCO Salesforce Systems Applications, both simulated and real situations.
13. On-site technical support of all architectural upgrades which include both version and hardware upgrades requiring application software modifications.
14. On-site support in the testing of all PUCO Salesforce Systems Applications. This includes, but is not limited to, unit, system, integration, and User Acceptance testing.
15. Enhancements or modifications to the existing PUCO Salesforce Systems Applications.
16. Development of new functionality for the PUCO Salesforce Systems Applications.

Project Management. The Contractor will be required to enter project related data into project management tools provided by PUCO.

[bookmark: _Hlk40692855]Maintain Work Plan. The Work Plan for each IDA must allow sufficient time for the State’s staff to review all Work.  The State will determine the number of business days it needs for such reviews and provide that information to the Contractor during the development of each IDA.

Each IDA work plan must include a project schedule containing tasks, estimated hours and individual resources expected to work on the task and deliverable. This schedule must be in a mutually agreed upon project management tool and maintained by the Contractor.  Staff assigned to project tasks may be required to record work hours expended to assigned tasks to facilitate posting of actual hours expended to a plan.

Meeting Attendance and Reporting Requirements. The Contractor's management approach to the Work must adhere to the following meeting and reporting requirements:

· Immediate Reporting - The Project Manager or a designee must immediately report any staffing changes for the Work to the PUCO Contract Manager (see: Attachment Four: Part 2: Replacement Personnel).
· Attend Status Meetings - The Project Manager and other Work team members must attend status meetings with the PUCO Contract Manager and other people deemed necessary to discuss Work issues. The PUCO Contract Manager will schedule these meetings, which will follow an agreed upon agenda and allow the Contractor and the State to discuss any issues that concern them.
· Provide Status Reports - The Contractor must provide written status reports to the PUCO Contract Manager at least one full business day before each status meeting.
· The Contractor's proposed format and level of detail for the status report is subject to the State’s approval.
· Prepare Monthly Status Reports - During the Work, the Contractor must submit a written monthly status report to the PUCO Contract Manager by the fifth business day following the end of each month. At a minimum, monthly status reports must contain the following:
· A description of the overall completion status of the Work in terms of the approved Work Plan (schedule and cost);
· Updated Work schedule;
· The plans for activities scheduled for the next month;
· The status of any Deliverables;
· Time ahead or behind schedule for applicable tasks; 
· A risk analysis of actual and perceived problems; and 
· Strategic changes to the Work Plan, if any.
e

Work Hours and Conditions.

1. Contractors must submit time sheets for all time and material contract staff to the PUCO Contract Manager or designee for review and approval once a month. In addition, all hours worked must be entered on a weekly basis into the PUCO designated project tracking tools.

2. PUCO normal core business hours are 8:00 A.M. to 5:00 P.M. Monday through Friday, except for State holidays. It is the Contractor’s responsibility to ensure staff is working within these parameters and to communicate to the PUCO Contract Manager when exceptions, such as requested time off, personal illness or emergencies arise, to ensure these situations will not impact the IDA.

Exceptions to these work hours may be negotiated in the IDA, when identified subject matter expertise or skill sets are not required on a full-time basis, in order to meet the IDA requirements.

3. The Contractor work location will be identified in each IDA. If it is not necessary for Contractor staff to be onsite at PUCO, the Contractor will be responsible for providing an offsite work location. For Work that requires the Contractor to work onsite, PUCO will provide each staff assigned by the Contractor to the Contract with workspace.

4. The Contractor, at the discretion of the PUCO Contract Manager and as negotiated in the IDA, must provide staff assigned to the Contract with, cellular phone and laptop computer, as needed. 

5. Unusual working conditions may include, but are not limited to, operation of a computer terminal for long periods of time, working in excess of eight hours per day, working on Saturdays, Sundays and State holidays, and being on-call 24 hours a day seven days per week.

6. The Contractor will ensure that staff assigned to the Contract, who are deemed on-call or essential through the IDA process, will follow the State’s On-Call Procedures and Weather Emergency Essential Staff Guidelines.  The Contractor must notify the PUCO Contract Manager when these guidelines cannot be followed and the reason why, as they may impact the ability to successfully complete an IDA.


PART 4: SERVICE LEVELS
Service Level Specific Performance Credits
This section sets forth the performance specifications for the Service Level Agreements (SLA) to be established between the Contractor and the State that are applicable to the Solution components and Managed Services elements. It contains the tables and descriptions that provide the State’s framework, requirements relating to service level commitments, and the implications of meeting versus failing to meet the requirements and objectives, as applicable. 
The mechanism set out herein will be implemented to manage the Contractor’s performance against each Service Level and to monitor the overall performance of the Contractor in delivery of the Service.
The Contractor will be required to comply with the following performance management and reporting mechanisms for all Services within the scope of this RFP and will provide these reports to the State no less frequently than monthly basis: 
· Service Level Specific Performance – Specific Service Level Agreements to measure the performance of specific services or service elements. The individual Service Level Agreements are linked to Performance Credits to incent Contractor performance
· Overall Contract Performance – An overall performance score of Contractor across all Service Levels (i.e., SLA and SLO). The overall performance score is linked to governance and escalation processes as needed to initiate corrective actions and remedial processes
[bookmark: _Toc3549382]Service Level Specific Performance Credits
Each Service Level (SL) will be measured using a “Green-Yellow-Red” traffic light mechanism (the “Individual SL GYR State”), with “Green” representing the highest level of performance and “Red” representing the lowest level of performance. A Performance Credit will be due to the State in the event a specific Individual SLA GYR State falls in the “Red” state. At the discretion of the State, if a specific individual GRY state falls in the “Yellow” state, a Performance Credit may be due. The amount of the Performance Credit for each SLA will be based on the Individual SLA GYR State. Further, the amounts of the Performance Credits will, in certain cases, increase where they are imposed in consecutive months.
Set forth below is a table summarizing the monthly Performance Credits for each SLA. All amounts set forth below that are contained in a row pertaining to the “Yellow” or “Red” GYR State, represent Performance Credit amounts.
	Consecutive Failures - SLA Performance Credits

	Individual SL GYR State
	1st 
Measure Period
	2nd 
 Measure Period
	3rd
 Measure Period
	4th 
 Measure Period
	5th 
 Measure Period
	6th 
 Measure Period
	7th 
 Measure Period
	8th 
 Measure Period
	9th 
 Measure Period
	10th 
 Measure Period
	11th 
 Measure Period
	12th 
 Measure Period

	Red
	A =1.71% of MSC
	A + 50% of A
	A + 100% of A
	A + 150% of A
	A + 200% of A
	A + 250% of A
	A + 300% of A
	A + 350% of A
	A + 400% of A
	A + 450% of A
	A + 500% of A
	A + 550% of A

	Yellow
	B = 0.855% of MSC
	B + 50% of B
	B + 100% of B
	B + 150% of B
	B + 200% of B
	B + 250% of B
	B + 300% of B
	B + 350% of B
	B + 400% of B
	B + 450% of B
	B + 500% of B
	B + 550% of B

	Green
	None
	None
	None
	None
	None
	None
	None
	None
	None
	None
	None
	None


The Contractor agrees that in each month of the Contract, on a per SLA basis, 15% of the monthly Service charges (MSC) associated with the Contract will be at risk. MSCs are the charges for the Services provided during a given month. The MSC associated with the Contract will be at risk for failure to meet the Service Levels set forth in the Contract. When the Contractor fails to meet multiple Service Levels due to an event, the Contractor will not be required to provide a Performance Credit for each failed Service Level. However, when multiple failures occur within the same measurement period the Contractor must apply the Service Level with the highest Performance Credit due to the State. Moreover, in the event of consecutive failure to meet the same Service Level, the Consecutive Failures table above will apply.
On a quarterly basis, there will be a “true-up” at which time the total amount of Performance Credits, as Monetary Credits and Service Credits, will be calculated (the “Net Amounts”).  The Monetary Credits Net Amount may be used by the State as a set off against any current or future fees owed by the State to the Contractor. The Service Credits Net Amount will be accumulated and can be used to set off the costs for any future work requested by the State.  The State may, at any time, require any portion of the accumulated Service Credits Net Amount to be converted to Monetary Credits.  It will be at the State’s discretion whether a Performance Credit will be accepted in the form of a Service Credit or Monetary Credit.
The Contractor will not be liable for any failed Service Level caused by circumstances beyond its control, and that could not be avoided or mitigated through the exercise of prudence and ordinary care, provided that the Contractor immediately notifies the State in writing and takes all steps necessary to minimize the effect of such circumstances and resumes its performance of the Services in accordance with the SLAs as soon as possible.
[bookmark: _Toc3549383]Overall Contract Performance
In addition to the service specific performance credits, on a monthly basis, an overall SL score (the “Overall SL Score”) will be determined, by assigning points to each SL based on its Individual SL GYR State. The matrix set forth below describes the methodology for computing the Overall SL Score:
	Individual SLAs GYR State
	Performance Multiple

	Green
	0

	Yellow
	1

	Red
	4





The Overall SL score is calculated by multiplying the number of SLAs and SLOs in each GYR State by the Performance Multiples above. For example, if all SLAs and SLOs are Green except for two SLAs in a Red GYR State, the Overall SL Score would be the equivalent of 8 (4 x 2 Red SLAs).
Based on the Overall SL Score thresholds value exceeding a threshold of 28 (50% of SLs missed) then Executive escalation procedures as agreed to by the parties will be initiated to restore acceptable Service Levels. For the purposes of this Contract, the following will apply in lieu of Attachment Four.  The State may terminate the Contract for cause if:
a) The overall SL score reaches a threshold level of 42 per month over a period of 3 consecutive months (equivalent to 75% of the service levels in a red State); or
b) Contractor fails to cure the affected Service Levels within 60 calendar days of receipt of the State written notice of intent to terminate; or
c) The State exercises its right to terminate for exceeding the threshold level of 52 in any month (all SLs missed minus one) within five calendar days of receipt of Contractor’s third monthly SLA status report.
Should the State terminate the Contract for exceeding the threshold level of 52 per month, it will pay the Contractor actual and agreed wind down expenses only, and no other Termination Charges. 
The Overall Contract Performance under the terms of this document will not constitute the State’s exclusive remedy to resolving issues related to Contractor’s performance.
[bookmark: _Toc3549384]Contractor Service Levels Management
The Contractor must implement and utilize measurement and monitoring tools and metrics as well as standard reporting procedures to measure, monitor and report the Contractor's performance of the Services against the applicable Service Level Specific Performance plus the Overall Performance Score. The Contractor must provide the State with access to the Contractor’s on-line databases containing up-to-date information regarding the status of service problems, service requests and user inquiries. The Contractor also will provide the State with information and access to the measurement and monitoring reports and procedures utilized by the Contractor for purposes of audit verification. The State will not be required to pay for such measurement and monitoring tools or the resource utilization associated with their use.
Within one month after Contract Award, the Contractor must provide to the State proposed Service Level report formats, for State approval. In addition, from time to time, the State may identify a number of additional Service Level reports to be generated by the Contractor and delivered to the State on an ad hoc or periodic basis. Generally, the Contractor tools provide a number of standard reports and the capability to provide real-time ad hoc queries by the State. A number of additional or other periodic reports (i.e., those other than the standard ones included in the tools) mean a number that can be provided incidentally without major commitment of resources or disruption of the efficient performance of the services. Such additional reports will be electronically generated by the Contractor, provided as part of the Services and at no additional charge to the State. To the extent possible, all reports will be provided to the State on-line in web-enabled format and the information contained therein will be capable of being displayed graphically.
[bookmark: _Toc3549385]Monthly Service Level Report
On a monthly basis, the Contractor will provide a written report (the “Monthly Service Level Report”) to the State which includes the following information: (i) the Contractor’s quantitative performance for each Service Level; (ii) each Individual SL GYR State; (iii) the Overall SL Score; (iv) the amount of any monthly Performance Credit for each Service Level; (v) the year-to-date total Performance Credit balance for each Service Level and overall; (vi) a “Root-Cause Analysis” and corrective action plan with respect to any Service Levels where the Individual SL GYR State was not “Green” during the preceding month; and (vi) trend or statistical analysis with respect to each Service Level as requested by the State . The Monthly Service Level Report must always include the values listed for the current month and prior 5 months and it will be due no later than the tenth (10th) calendar day of the following month. 
Failure to report performance for any SL or not providing root cause analysis information for any SL with a non-Green Individual SL GYR State may result in the State considering the overall performance of the Contractor to be in a Red State for that reporting period.
[bookmark: _Toc3549386]Escalation for Repetitive Service Level Failures
The State may escalate repetitive service level failure to the Contractor’s executive sponsor, the Contractor’s Managing Director / Lead Public Sector Partner for Public Sector, or the equivalent position. 
[bookmark: _Toc3549387]Service Levels Requirements: Project Implementation & Managed Services
The Contractor must meet the Service Level Commitment for each Service Level set forth in the sections below.  The offerors must include a statement at the beginning of the section indicating that the offeror has read, understands and agrees to the requirements contained in this section.
0A1270 Supplement One, Page 

1.1 [bookmark: _Toc474383133][bookmark: _Toc474384117][bookmark: _Toc474385148][bookmark: _Toc3549388]Project Implementation Service Levels
The following Service Level Agreements will be effective during the Project implementation and are detailed in the tables below:
1. Deliverable and Work Product Submission Acceptance;
2. UAT Severity 1 Issues Resolution – Mean Time to Repair;
3. UAT Severity 2 Issues Resolution – Mean Time to Repair;
4. UAT Severity 3 Issues Resolution – Mean Time to Repair;
5. UAT Environment Availability;
6. UAT Readiness; and
7. UAT Issue Resolution Quality - Recidivism Rate.

	Project Implementation Service Level Agreement: Deliverable and Work Product Submission Acceptance

	Acceptance of Contractor deliverables and work products based on the timeliness and quality of submissions. 

The Contractor must provide deliverables and work products to the State in keeping with agreed levels of completeness, content quality, content topic coverage, delivery schedule, and otherwise achieve the agreed purpose of the deliverable between the State and the Contractor. The basis for rejection of a deliverable or work product will be up to the State’s discretion.  The deliverables and work products contained in this RFP and general on-going contracted services will represent the minimum set of expected deliverables and work products. 

Notwithstanding the State review and approval cycles, this SL will commence upon Project initiation and will prevail until contract completion. 

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Monthly, During Project
	Weekly Project Report
	Weekly
	% Submission Acceptance (Expressed as %) = 

Total Submissions Accepted (Deliverables + Work Products)
divided by 
Total Submissions (Deliverables + Work Products)
	> 85%
	> 80% and <= 85%
	<= 80%



	
Project Implementation Service Level Agreement: UAT Severity 1 Issues Resolution – Mean Time to Repair 

	Prompt resolution of Solution issues identified as part of Contractor System/Unit Testing and/or User Acceptance Testing (UAT).

This Service Level begins upon first migration of Solution functionality into the User Acceptance environment.

The State shall, in consultation with the Contractor, determine the Severity of each issue identified during UAT.  Formal declaration of the Severity of each UAT issue to the Contractor will be made by the State Project Manager.

Prioritization: An Issue shall be categorized as "Severity 1" if the issue will prevent the State from authorizing Production migration of the associated functionality or module.  

Measurement: Issue "Time to Repair" will be measured from the time the State reports the issue as Severity 1 to the point in time the Contractor provides either a resolution or workaround to the State for verification and acceptance.  In the case where the resolution or workaround is determined by the State to be unacceptable the tracking of the "Time to Repair" will recommence at the time the State reports the unacceptability.  

In the case of a workaround, the State may accept the workaround as a short-term solution, allowing the functionality to move to Production, but still need the issue resolved at a lower Severity.  In these circumstances, the State will consider the associated Severity 1 issue resolved and the Contractor will establish a new issue at the State determined Severity for management and tracking.

The "Mean Time to Repair" for the reporting month will be measured by assessing the elapsed time in business days (expressed as a decimal number, to two positions after the decimal point, that reflects the hours and minutes) of all resolved Severity 1 UAT issues to determine the statistical mean.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Per Issue
	Mean Time to Repair (Severity 1 Issues) = 
(Total elapsed business days for all resolved Severity 1 Issues)
divided by
 (Total number of all resolved Severity 1 Issues)
	<= 3 days
	> 3 days and 
<= 5 days
	> 5 days



	Project Implementation Service Level Agreement: UAT Severity 2 Issues Resolution – Mean Time to Repair 

	Prompt resolution of Solution issues identified as part of Contractor System/Unit Testing and/or User Acceptance Testing (UAT).

This Service Level begins upon first migration of Solution functionality into the User Acceptance environment.

The State shall, in consultation with the Contractor, determine the Severity of each issue identified during UAT.  Formal declaration of the Severity of each UAT issue to the Contractor will be made by the State Project Manager.

Prioritization: An issue shall be categorized as "Severity 2" if the issue will prevent the State from authorizing Production access to the associated functionality.

Typical characteristics of Severity 2 issues are situations that require restricted functionality access in a tightly controlled user environment to limit the risk of prohibited execution of productive work for a group(s) or individual performing a critical business function.  Examples include, but are not limited to:

-  Basic transactions can be completed, but extended use of the functionality has high likelihood of encountering problems completing transactions or may cause data/information inaccuracies.
-  Complicated workarounds are required to use the functionality, increasing the likelihood of user error and/or confusion.
-  Agency specific configuration cannot be sufficiently completed to permit deployment.
-  Supplier access to Solicitations restricts ability to submit questions.
-  Extended use of the functionality has high likelihood of causing non-compliance with policy.

Measurement: Issue "Time to Repair" will be measured from the time the State reports the issue as Severity 2 to the point in time the Contractor provides either a resolution or workaround to the State for verification and acceptance.  In the case where the resolution or workaround is determined by the State to be unacceptable the tracking of the "Time to Repair" will recommence at the time the State reports the unacceptability.  

In the case of a workaround, the State may accept the workaround as a short-term solution, allowing the functionality to move to Production, but still need the issue resolved at a lower Severity.  In these circumstances, the State will consider the associated Severity 2 issue resolved and the Contractor will establish a new issue at the State determined Severity for management and tracking.

The "Mean Time to Repair" for the reporting month will be measured by assessing the elapsed time in business days (expressed as a decimal number, to two positions after the decimal point, that reflects the hours and minutes) of all resolved Severity 2 UAT issues to determine the statistical mean.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Per Issue
	Mean Time to Repair (Severity 2 Issues) = 
(Total elapsed business days for all resolved Severity 2 Issues)
divided by
 (Total number of all resolved Severity 2 Issues)
	<= 5 days
	> 5 days
and 
<= 7 days
	> 7 days




	Project Implementation Service Level Agreement: UAT Severity 3 Issues Resolution – Mean Time to Repair 

	Prompt resolution of Solution issues identified as part of Contractor System/Unit Testing and/or User Acceptance Testing (UAT).

This Service Level begins upon first migration of Solution functionality into the User Acceptance environment.

The State shall, in consultation with the Contractor, determine the Severity of each issue identified during UAT.  Formal declaration of the Severity of each UAT issue to the Contractor will be made by the State Project Manager.

Prioritization: An Issue shall be categorized as "Severity 3" if the issue will result in the State limiting Agency and/or Supplier use of or access to components/features of the associated functionality.  
 
Typical characteristics of Severity 3 issues are situations that would have adverse effect on the rollout, adoption and training of the functionality.  Examples include, but are not limited to:
-  Transactions can be completed but access to the component/feature will cause transaction errors.
-  Processing transactions produces system on-screen messages that are inaccurate or are not understandable.
-  Workarounds are not available to permit use a specific component/feature of the functionality.
-  Workarounds are sufficiently complicated that functionality component/feature access has to be limited Agency staff.
-  Supplier use will result in significant number of support calls.

Measurement: Issue "Time to Repair" will be measured from the time the State reports the issue as Severity 3 to the point in time the Contractor provides either a resolution or workaround to the State for verification and acceptance.  In the case where the resolution or workaround is determined by the State to be unacceptable the tracking of the "Time to Repair" will recommence at the time the State reports the unacceptability.  

In the case of a workaround, the State may accept the workaround as a short-term solution, allowing the functionality to move to Production, but still need the issue resolved at a lower Severity.  In these circumstances, the State will consider the associated Severity 3 issue resolved and the Contractor will establish a new issue at the State determined Severity for management and tracking.

The "Mean Time to Repair" for the reporting month will be measured by assessing the elapsed time in business days (expressed as a decimal number, to two positions after the decimal point, that reflects the hours and minutes) of all resolved Severity 3 UAT issues to determine the statistical mean.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Per Issue
	Mean Time to Repair (Severity 3 Issues) = 
(Total elapsed business days for all resolved Severity 3 Issues)
divided by
 (Total number of all resolved Severity 3 Issues)
	<= 8 days
	> 8 days and
<= 10 days
	> 10 days



	Project Implementation Service Level Agreement: UAT Environment Availability

	Solution UAT Environment is available to State users for scheduled UAT activities.

UAT Environment availability means access to the UAT functionality being tested is enabled; log-in is permitted from the local user LAN and test scripts can be executed. While access is dependent on State provided infrastructure and Third Party software availability the expectation is that the Contractor will implement State approved operational processes, instrumentation, monitoring and controls that validate availability of Solution to State testers.

Measurement: This Service Level will be calculated for those Service Elements that are directly in the Contractor’s scope and will be measured from the end-user community desktop to the ability to process transactions to the Solution database. If, in determination of the root cause of an “unavailable” condition, the State LAN, WAN and Data Center outages, or the outage of State provided Infrastructure is the cause of the condition, the Contractor shall be excused from those outages that arise from such a condition, unless the outage is a direct result of a Contractor created situation.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Continuous, 24 hours a day
	UAT Environment Availability (Expressed as %) =
(Total Environment Scheduled Uptime – Total Environment Unscheduled Outages) 
divided by
 (Total Application Scheduled Uptime)
	
>= 95.0%
	
< 95.0% 
and 
> 90.0%
	
<= 90.0%




	Project Implementation Service Level Agreement: UAT Readiness

	Solution User Acceptance Test preparations are complete for scheduled UAT activities.

UAT Readiness means that Test Scripts are provided to the State on time and that the functionality to be tested is migrated to the UAT environment on time.

Measurement: Monitoring compliance will be determined by tracking the following key performance indicators (KPIs):
-  Submission of Test Scripts:  the number of business days prior to the scheduled migration date of the associated UAT release that test scripts are submitted to the State.  The baseline is 10 business days.
- On-time Migration of UAT functionality:  the number of business days after the scheduled UAT release migration date that the release is actually migrated.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Each UAT release migration
	UAT Readiness (Expressed in Business Days) = the greater value of the following two calculations:

10 - (UAT Release Scheduled Date - Test Script Submission Date)
OR
(Actual UAT Release Migration Date - Scheduled UAT Release Migration Date)
	<= 1 day
	> 1 day and <= 3 days
	> 3 days




	Project Implementation Service Levels: UAT Issue Resolution Quality - Recidivism Rate

	Resolved Severity 1, 2 and 3 UAT issues affecting the Solution do not reoccur or cause other issues as a result of the resolution to the root cause of the Issue.

Monitoring compliance will be determined by tracking the following key performance indicator (KPI):
- Issue Recidivism tracking: the number of closed Severity 1, 2 or 3 issues that reoccur and the number of new issues caused by resolution of a Severity 1, 2 and 3 issue.

Measurement: Recidivism Rate will assess the number of recidivism occurrences in a month to the number of corresponding Severity 1, 2 and 3  issues in the same month.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Calendar Quarter
	Issue Management System Report
	Per Issue
	Recidivism Rate (Expressed as %) = 
Total Number of Recidivism Occurrences 
divided by 
Total number of Resolved Severity 1, 2 and 3 Issues
	<= 1%
	> 1% and 
<= 3%
	>3%


1.2 [bookmark: _Toc3549389]Business & Managed Services Service Levels
The following Service Level Agreements will be effective at the initial deployment of functionality and are detailed in the tables below:
1. Issue Resolution – Mean Time to Repair (Severity 1 Issues)
2. Issue Resolution – Mean Time to Repair (Severity 2 Issues)
3. Issue Resolution – Mean Time to Repair (Severity 3 Issues)
4. Issue Resolution Quality - Recidivism Rate
5. Service Availability – Solution Component/Application Availability
6. Solution Performance and Responsiveness
7. Security Compliance
8. Service Request Responsiveness


	Business & Managed Services Service Levels: Issue Resolution – Mean Time to Repair (Severity 1 Issues)

	Prompt resolution of Solution Severity 1 issues that impact State processing and processes.

This Service Level begins upon completion of agreed production acceptance criteria and a measurement period as documented in the transition to production plan.

The State shall, in consultation with the Contractor, determine the Severity of each issue.  Formal declaration of the Severity of each issue to the Contractor will be made by the State Project Manager.

Prioritization: An Issue shall be categorized as a “Severity 1 Issue” if the issue is characterized by the following attributes.   
The Issue: 
-  renders a business critical System, Service, Software, Equipment or network component un-Available, substantially un-Available or seriously impacts normal business operations, in each case prohibiting the execution of productive work, or 
-  affects either a group or groups of people, or a single individual performing a critical business function, or
-  causes violation of policy, regulation or law thereby placing the action at risk of audit and/or legal action.

Measurement: Issue "Time to Repair" will be measured from the time the State reports the issue as Severity 1 to the point in time the Contractor provides either a resolution or workaround to the State for verification and acceptance.  In the case where the resolution or workaround is determined by the State to be unacceptable the tracking of the "Time to Repair" will recommence at the time the State reports the unacceptability.  

In the case of a workaround, the State may accept the workaround as a short-term solution, allowing the resolution to move to Production, but still need the issue resolved at a lower Severity.  In these circumstances, the State will consider the associated Severity 1 issue resolved and the Contractor will establish a new issue at the State determined Severity for management and tracking.

The "Mean Time to Repair" for the reporting month will be measured by assessing the elapsed time (expressed as a decimal number, to two positions after the decimal point, that reflects the hours and minutes) of all resolved Severity 1 issues to determine the statistical mean.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Per Issue
	Mean Time to Repair (Severity 1 Issues) (Expressed in hours) = 
(Total elapsed time for all resolved Severity 1 Issues) 
divided by
 (Total number of all resolved Severity 1 Issues)
	<= 24 hours
	> 24 hours and <= 48 hours
	> 48 hours




	Business & Managed Services Service Levels: Issue Resolution – Mean Time to Repair (Severity 2 Issues)

	Prompt resolution of Solution Severity 2 issues that impact State processing and processes.

This Service Level begins upon completion of agreed production acceptance criteria and a measurement period as documented in the transition to production plan.

The State shall, in consultation with the Contractor, determine the Severity of each issue.  Formal declaration of the Severity of each issue to the Contractor will be made by the State Project Manager.

Prioritization: An Issue shall be categorized as a “Severity 2 Issue” if the issue is characterized by the following attributes.   
The Issue: 
- does not render a business critical System, Service, Software, Equipment or network component un-Available, substantially un-Available but a function or functions are not Available, substantially un-Available or functioning as it/they should, and
- affects either a group or groups of people, or a single individual performing a critical business function.

Measurement: In the case of a workaround, the State may accept the workaround as a short-term solution, allowing the resolution to move to Production, but still need the issue resolved at a lower Severity.  In these circumstances, the State will consider the associated Severity 1 issue resolved and the Contractor will establish a new issue at the State determined Severity for management and tracking.

The "Mean Time to Repair" for the reporting month will be measured by assessing the elapsed time (expressed as a decimal number, to two positions after the decimal point, that reflects the hours and minutes) of all resolved Severity 2 issues to determine the statistical mean.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Per Issue
	Mean Time to Repair (Severity 2 Issues) (Expressed in hours) = 
(Total elapsed time for all resolved Severity 2 Issues) 
divided by
 (Total number of all resolved Severity 2 Issues)
	<= 48 hours
	> 48 hours and 
<= 72 hours
	> 72 hours




	Business & Managed Services Service Levels: Issue Resolution – Mean Time to Repair (Severity 3 Issues)

	Prompt resolution of Solution Severity 3 issues that impact State processing and processes.

This Service Level begins upon completion of agreed production acceptance criteria and a measurement period as documented in the transition to production plan.

The State shall, in consultation with the Contractor, determine the Severity of each issue.  Formal declaration of the Severity of each issue to the Contractor will be made by the State Project Manager.

Prioritization: An Issue shall be categorized as a “Severity 3 Issue” if the issue is characterized by the following attributes.  
The Issue: 
-  causes a group of people or single individual to be unable to access or use a System, Service, Software, Equipment or network component or a key feature thereof, and 
-  a reasonable workaround is not available, but 
-  does not prohibit the execution of productive work.

Measurement: Issue "Time to Repair" will be measured from the time the State reports the issue as Severity 3 to the point in time the Contractor provides either a resolution or workaround to the State for verification and acceptance.  In the case where the resolution or workaround is determined by the State to be unacceptable the tracking of the "Time to Repair" will recommence at the time the State reports the unacceptability.  

In the case of a workaround, the State may accept the workaround as a short-term solution, allowing the resolution to move to Production, but still need the issue resolved at a lower Severity.  In these circumstances, the State will consider the associated Severity 1 issue resolved and the Contractor will establish a new issue at the State determined Severity for management and tracking.

The "Mean Time to Repair" for the reporting month will be measured by assessing the elapsed time in business days (expressed as a decimal number, to two positions after the decimal point, that reflects the hours and minutes) of all resolved Severity 3 issues to determine the statistical mean.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Per Issue
	Mean Time to Repair (Severity 3 Issues) (Expressed in business days) = 
(Total elapsed time for all resolved Severity 3 Issues) 
divided by
 (Total number of all resolved Severity 3 Issues)
	<= 5 days
	> 5 days and 
<=10 days
	> 10 days




	Business & Managed Services Service Levels: Issue Resolution Quality - Recidivism Rate

	Resolved Severity 1, 2 and 3 Production issues affecting the Solution do not reoccur or cause other issues as a result of the resolution to the root cause of the Issue.

Monitoring compliance will be determined by tracking the following key performance indicator (KPI):
- Issue Recidivism tracking: the number of closed Severity 1 or 2 issues that reoccur and the number of new issues caused by resolution of a Severity 1,  2 or 3 issue.

Measurement: Recidivism Rate will assess the number of recidivism occurrences in a month to the number of corresponding Severity 1, 2 and 3 issues in the same month.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Calendar Quarter
	Issue Management System Report
	Per Issue
	Recidivism Rate (Expressed as %) = 
Total Number of Recidivism Occurrences 
divided by
Total number of Resolved Severity 1, 2 and 3 Issues
	<= 0.5%
	> 0.5% and 
<= 1.0%
	> 1.0%




	Business & Managed Services Service Levels: Service Availability – Solution Component/Application Availability

	All Solution components are Available to All State Users for All Business Functions to Support Critical Processes.

This Service Level begins upon completion of agreed production acceptance criteria and a measurement period as documented in the transition to production plan.

Definition: Solution Component/Application Availability means access to each Solution component in the production system is enabled such that users can log-in and business transactions can be executed.  While access is dependent on State provided infrastructure, the expectation is that the Contractor will implement operational processes, instrumentation, monitoring and controls that validate availability of Solution components to the State end-users and Suppliers in a manner that distinguishes State infrastructure from Contractor in-scope Solution components.

This SLA will be calculated for those Solution Components/Applications and Service Elements that are directly in the Contractor’s scope and will be measured from the end-user community desktop to the ability to process transactions to the Solution database.  If, in determination of the root cause of an “unavailable” condition is due to the State LAN, WAN and Data Center outages, or the outage of State provided Infrastructure, the Contractor shall be excused from those outages that arise from such a condition, unless the outage is a direct result of a Contractor created situation.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Continuous, 24 hours a day
	Application Availability (Expressed as %) = 
(Total Component/Application Scheduled Uptime – Total Application Unscheduled Outages)
divided by
(Total Application Scheduled Uptime)
	Production Environment
>= 99.0%

	Production Environment
< 99.0% and
 >= 97.9%

	Production Environment
< 97.9%





	Business & Managed Services Service Levels: Solution Performance and Responsiveness

	The Solution performs within expected norms, the end user experience is high performance and responsive and scheduled jobs, processes and reports execute within the established job schedule.

This Service Level begins upon completion of agreed production acceptance criteria and a measurement period as documented in the transition to production plan.

Definition: Solution Performance and Responsiveness will be based upon an end-to-end service class performance baseline (e.g., network time, application/session response time, system time, and network return time) performed by the Contractor during the transition or as mutually agreed will perform for key service elements for a statistically valid sample of: 3 common transactions in each Solution component.

Should the Contractor wish to accept State defined benchmarks in lieu the aforementioned baselining, these values shall serve as the “Performance Baseline” for this Service Level.

Thereafter, the Contractor will perform automated testing on a daily basis for online transaction elements or provide objective evidence from system generated statistics, and provide run-time statistics for scheduled/batch system jobs and scheduled report and compare these to the Performance Baseline.

Two percent deviation values from the Performance Baseline will be calculated: 
 1)   Percent Variation Online Transactions, and 
 2)   Percent Variation Batch/Scheduled Operations.

The higher variation (i.e., online or batch) shall be used in the SL formula for both the numerator and denominator.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Reporting Month
	Monthly Service Report
	Continuous, 24 hours a day and Schedule Job/Report Performance
	Solution Performance and Responsiveness (Expressed as %) = 
Observed (Online or Batch Scheduled) Performance 
divided by
Baseline (Online or Batch) Performance
	<= 100%
	< 100% and >= 95%
	< 95%





	Business & Managed Services Service Levels: Service Request Responsiveness

	Prompt response to Service Requests for adds, modifications and deletions within specified timeframe according to urgency or critical nature of the request.

This Service Level begins upon completion of agreed production acceptance criteria and a measurement period as documented in the transition to production plan.

Formal submission of Service Requests will be made by the State Project Manager or designee.

Priority 1: Adds, modifications or deletions that are critical to the operation and decision-making elements of the solution 
Priority 2: Adds, modifications or deletions that are semi-critical to the operation and decision-making elements of the solution
Priority 3: Adds, modifications or deletions that are not critical to the operation of the solution to the operation and decision-making elements of the solution

Measurement: Service Request Elapsed Time will be will be measured from the time the State submits a Service Request to the point in time the Contractor demonstrates completion of the request.  This elapsed time will be expressed in business days as a decimal number, to two positions after the decimal point, that reflects the hours and minutes expended to meet the request.

	Measurement Period
	Data Source
	Collection Frequency
	SL Formula
	SL Measure GYR State

	Daily, Accounting Month
	Monthly Service Report
	Per Issue
	Mean Time to Complete Response (Expressed in business days) = 
(Total elapsed time for all completed Priority X requests)
divided by
(Total Number of completed Priority X Requests)
	Priority 1:
<= 2 days

Priority 2:
<= 4 days

  Priority 3:
<= 6 days
	Priority 1:
>2 days and <= 3 days

Priority 2:
>4 days and <= 6 days

Priority 3:
>6 days and <= 8 days
	Priority 1:
> 3 days 

Priority 2:
> 6 days
 
Priority 3:
> 8 days 



Attachment A: Methods and Procedures for the PUCO Salesforce development environment
Expectations of staff: 
1) Conformance to Development Standards for Salesforce in Wiki or documented, approved exception 
2) Conformance to Project Promotion and RFCs for Developers in Wiki or documented, approved exception 
3) Familiarity with Project Promotion Guidelines for Build Engineers in Wiki
4) When in a common sandbox (SIT, UAT)
a. provide request for permanent setting changes at the Stack meeting
b. provide warning (TBD) before making temporary changes in the sandbox and reverse the changes back at the end of day

Expectations of release packages:
Criteria to extend life of a dev sandbox:
1) Dev sandboxes are expected to live for no more than 2 months
2) Dev PRO sandboxes are limited to 5 – will be handled on request
3) Partial sandbox is available and similarly available on request
4) Dev team can move laterally to another sandbox as long as both are less than 2 months old
5) Inactive sandbox will be nominated for deletion bi-monthly

Entry criteria to SIT sandbox:
1) Committed production deployment date for the delivery
2) Development for this delivery is complete or exception is granted
3) Development and design artifacts for this delivery provided
4) User screens prototype signed off by business users
5) Dev Sandbox all unit testing complete and passed or exception approved
6) Final deployment instructions provided for UAT deployment with 24 hours notice

Entry Criteria to UAT sandbox:
1) Committed production deployment date for the delivery
2) Development for this delivery is complete
3) Development and design artifacts for this delivery provided and approved
4) Developer testing (unit and system) is complete – ready for UAT
5) Developer test plan and test results provided
6) All unit tests are executable and 85% passing (even inherited test cases)
7) All components of the delivery under State source control
8) Final deployment instructions provided for UAT deployment with 24 hours notice
	
Entry Criteria to Production:
1) Final deployment instructions within 72-hour notice to lock in production deployment date for the delivery
2) Development for this delivery is complete
3) UAT testing is complete – customer signoff
4) UAT test plan and test results provided
5) All components of the delivery under State source control
6) Known defect list shared with IT and business staff

PM requirements:
1) Need to have design review signoff early in the cycle
2) User screen prototypes are not wireframes – they are mocked up screens


Attachment B: Position Descriptions and Requirements
Senior Project Manager
· Serves as the coordinator for a large, complex delivery order, or a group of delivery orders affecting the enhancement of legacy systems and/or the development of new systems.
· Assists the program manager in working with PUCO’s government management team.
· Manages all aspects of the vendor’s contracts.
· Serves as the primary day to day PUCO’s contractor contact.
· Interfaces with the counterpart PUCO project manager.
· Organizes, directs, and coordinates the planning and execution of all program and technical support activities for the assigned contract.
· Provides competent leadership and responsible project direction.
· Formulates and enforces work standards, assigns contractor schedules, reviews work discrepancies, provides functional direction to contractor personnel and communicates policies, purposes, and goals of the organization to subordinates.
· Directs the specific delivery of tasks to insure that the technical solutions and schedules in the delivery order are implemented in a timely manner.
· Performs organizational wide integration planning and interfaces to other functional systems.
· Reports in writing and orally to contractor management and designated PUCO representatives.

Requirements:
· Experience as the Project Manager on one (1) or more Salesforce projects of similar size and scope during the past ten years with a minimum of one project being from initiation to completion. In addition, a minimum of one project must have been within the last five (5) years.
· Experience on one (1) or more large projects using project management tools such as Microsoft Project in defining tasks and developing project timelines.
· Experience with two (2) or more structured development methodologies in managing projects of similar size and scope over the past ten years.

Desirable:
· Minimum of six (6) months experience on one or more of the PUCO Salesforce Applications.
· Minimum of 24 months programming experience.
· Minimum of 24 months experience in analysis, design and implementation of a large-scale hardware and software rollout.
· Minimum of 24 months experience in Joint Application Design (JAD) or Systems Requirements Definitions (SRD) facilitation in a development environment.
· Bachelor’s Degree (or higher) or 36 months training post-secondary education.

Salesforce Technical Project Leader/Architect
· Leads designated project phases and/or project phase components as designated by the contract.
· Leads project staff for on-site or off-site development of complex specialized applications.
· Provides daily direction to staff assigned to those activities.
· Executes the successful completion of all pertinent aspects of the system development life cycle as defined by the contract.

Requirements:
· Experience as a Technical Project Leader/Architect on one or more Salesforce projects of similar size and scope from initiation to completion within the past five years with demonstrated experience leading a technical team with a minimum of ten (10) people.
· Experience with one (1) or more structured development methodologies in system development projects in the past five (5) years.
· Experience on one (1) or more large projects using project management tools such as Microsoft Project in defining tasks and developing project timelines as a technical lead.
· Minimum of 36 months experience in managing one (1) or more engagements involving systems development or 24 months and a Salesforce certification.

Desirable:
· Minimum of six (6) months experience on one (1) or more of the PUCO Salesforce Applications.
· Minimum of 36 months data analysis experience in one (1) or more engagement in same or similar system as defined in RFP.
· Minimum of 24 months application development experience in state or federal government projects.

Senior Salesforce Programmer
· Writes and maintains medium to large computer programs.
· Leads a team of lower level programmer analysts in the planning, analysis, design and construction of large, complex computer systems.
· Utilizes relational database management technology and information engineering principals.
· Coordinates system design, data modeling and application development efforts.
· Development of formal presentations; including graphs, charts, and slide shows for delivery to management, colleagues and user audiences.
· Analyzes functional business applications and design specifications for functional areas.
· Tests, debugs, refines and evaluates computer software test results to produce the required product.
· Designs and codes reports, screen formats, file edits and file updates.
· Provides technical computer assistance to users and other staff.

Requirements:
· Minimum of 24 months experience programming with Salesforce (including at least twelve months experience with Salesforce Lightening).

Desirable:
· Minimum of six (6) months experience on one (1) or more of the PUCO Salesforce Applications.
· Minimum of 36 months of system analysis experience on large scale systems.
· Minimum of 24 months experience designing multi-tier applications.

Salesforce Programmer
· Writes and maintains medium to large computer programs.
· Leads a team of lower level programmer analysts in the planning, analysis, design and construction of large, complex computer systems.
· Utilizes relational database management technology and information engineering principals.
· Coordinates system design, data modeling and application development efforts.
· Development of formal presentations; including graphs, charts, and slide shows for delivery to management, colleagues and user audiences.
· Analyzes functional business applications and design specifications for functional areas.
· Tests, debugs, refines and evaluates computer software test results to produce the required product.
· Designs and codes reports, screen formats, file edits and file updates.
· Provides technical computer assistance to users and other staff.

Requirements:
· Minimum of 12 months experience programming with Salesforce (including at least six months experience with Salesforce Lightening).

Desirable:
· Minimum of six (6) months experience on one (1) or more of the PUCO Salesforce Applications.
· Minimum of 36 months of system analysis experience on large scale systems.
· Minimum of 24 months experience designing multi-tier applications.


Senior Salesforce Administrator
· Writes and maintains medium to large computer programs.
· Leads a team of lower level programmer analysts in the planning, analysis, design and construction of large, complex computer systems.
· Utilizes relational database management technology and information engineering principals.
· Coordinates system design, data modeling and application development efforts.
· Development of formal presentations; including graphs, charts, and slide shows for delivery to management, colleagues, and user audiences.
· Analyzes functional business applications and design specifications for functional areas.
· Tests, debugs, refines, and evaluates computer software test results to produce the required product.
· Designs and codes reports, screen formats, file edits and file updates.
· Provides technical computer assistance to users and other staff.

Requirements:
· Minimum of 24 months experience in Salesforce administration.

Desirable:
· Minimum of six (6) months experience on one or more of the PUCO Salesforce Applications.
· Minimum of 36 months of system analysis experience on large scale systems.
· Minimum of 24 months experience designing multi-tier applications.

Senior Testing Analyst
· Provides technical and administrative direction for personnel performing software test and evaluation tasks, including the review of work products for correctness, adherence to the design concept and to user standards, and for progress in accordance with schedules.
· Coordinates with the Project Manager and other team members to ensure problem solution, appropriate risk reduction, and user satisfaction through testing techniques.
· Understands how testing fits into the system development life cycle.
· Makes recommendations, if needed, on test and evaluation strategies for major systems installations.
· Defines testing strategies and creates test strategy documents.
· Estimates software testing costs and schedule.

[bookmark: _Hlk39069597]Requirements:
· Experience as a lead tester on a minimum of one (1) Salesforce project of similar size and scope from testing initiation to final system implementation within the past five (5) years.
· Minimum of 48 months experience developing or overseeing the development of test scenarios.
· Minimum of 48 months experience defining and documenting business requirements.
· Minimum of 36 months experience using an automated suite of testing tools or equivalent.

Desirable:
· Minimum of six (6) months experience on one (1) or more of the PUCO Salesforce Applications.
· Minimum of 12 months experience testing state and federal government applications.
· At least 12 months experience using ProVar in a Salesforce project to support testing.

Testing Analyst
· Utilizes various testing techniques, such as black box testing, parallel testing, regression testing, and stress testing.
· Assists in the preparation of test scripts.
· Develops and executes test routines.

Requirements:
· Experience as a tester on a minimum of one (1) Salesforce project of similar size and scope from testing initiation to final system implementation within the past five (5) years.
· Minimum of 12 months experience developing or overseeing the development of test scenarios.
· Minimum of 12 months experience using an automated suite of testing tools or equivalent.

Desirable:
· Minimum of six (6) months experience on one (1) or more of the PUCO Salesforce Applications.
· Minimum of 12 months experience testing state and federal government applications.
· At least 12 months experience using ProVar in a Salesforce project to support testing.

Business Process Analyst
· Gathers and analyzes information from stakeholders, business owners, customers and management for implementation of information technology solutions.
· Identifies documents and analyzes business requirements.
· Creates Information Technology process flows and flowcharts.
· Analyzes, reviews, and recommends possible solutions to identified business problems thru the implementation of technical solutions.
· Performs validation of solutions by analyzing the end product and the requirements specifications. 
· Performs as liaison between various stakeholders, managing stakeholder expectations and ensuring successful communications between project team members.
· Possesses skills necessary to provide, and assists with, managing risks and changes related to processes, projects and procedures.
· Assists in developing project task plans, leading meetings and other related tasks to gather and coordinate activities for requirements gathering.
· Possesses skills and understanding of advanced business modeling, technology solutions, vendor solution evaluations, and recommendations to meet defined business requirements.
· Answers questions and presents mentorship opportunities to peers and/or lower-level staff via conversation, observation or technical documentation.
Requirements:
· Minimum of 24 months experience as a business process analyst 

Desirable:
Minimum of 36 months as business process analyst
Minimum of 24 months as business process analyst in government or regulatory related service industry


Testing Analyst
· Utilizes various testing techniques, such as black box testing, parallel testing, regression testing, and stress testing.
· Assists in the preparation of test scripts.
· Develops and executes test routines.

Requirements:
· Minimum of 24 months experience as a business process analyst 

Desirable:
· Minimum of 36 months as business process analyst
· Minimum of 24 months as business process analyst in government or regulatory related service industry 
